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Abstract. The aim of the study is to explore the principles of Bayesian optimization and
its potential for solving complex problems, including economic ones. This article presents the
main aspects of Bayesian optimization such as selection of a priori distribution, estimation
of posterior distribution and selection of optimal model parameters. An example of applying
Bayesian optimization to find hyperparameters using the Python programming language is
presented. Bayesian optimization algorithms and their application to improve machine learning
models were studied. The use of Bayesian optimization algorithm for finding hyperparameters
can be useful in the future for optimizing various machine learning models such as neural

networks, SVM and others.
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UCCNEAOBAHME NMOHATUA “BAUECOBCKAA ONTUMU3ALLUA”
U NPAKTUYECKOE UCIMNOJIb3OBAHUE EE AJITOPUTMOB
HA A3bIKE MPOrPAMMUPOBAHUA PYTHON

AHTOH YepHarun 2, Ceprer CBeTyHbKOB

CaHkT-MeTepbyprckuii NONUTEXHUYECKUI YHUBEpcUTET MeTpa Bennkoro,
CaHkT-MNeTepbypr, Poccnsa

B a.s.chernyagin@gmail.com

Annoranud. Lleas uccaenoBaHus 3aKI04aeTCs B U3yYeHUM MPUHLMUIIOB 0alieCOBCKOTO MO~
XO/a B pa3MYHbIX 00JIACTIX, a TaKXKe IOAPOOHOE M3yueHUe 0aileCOBCKOI ONTUMMU3ALUU U €¢
BO3MOKHOCTEH IS pellieHUs CIOXHBIX 3a1ad, B TOM YMCJie, 9KOHOMUYECKIX. B maHHoit pabore
TIpeICTaBIeHbl OCHOBHBIC acCIIeKTHl 0aiicCOBCKOM ONTUMMU3AIINU, TaKe KaK BBIOOP alipuOPHOTO
pacmpenesieHusI, OIICHKA allOCTepHOPHOTO pacIpeesIeHNs] M BHIOOp ONTUMAIBHEIX ITApaMeTpPOB
Monenu. [IpuBeneH npuMep mpuMeHeHUs 0aiieCOBCKOM ONTUMU3ALIMUY IJIT HAXOXICHMS TUTIEP-
napaMeTpoB C ITIOMOIIBIO SI3bIKa MporpaMmMupoBaHusl Python. beliu u3ydyeHbl aropuTMbl Oaii-
€COBCKOI ONTUMM3ALMM U UX MPUMEHEHUE ISl YAYYIIeHMS MOAEJIe MallMHHOTO OOYYECHMS.
Wcnonp3oBanue ajaroputMa 0aifleCOBCKON ONTUMM3AIM IS HAXOXICHUS TUIIEPIIapaMeTpOB
MOXET OBITh TIOJIC3HBIM B OYAyIleM IUIST ONITUMM3AINK PA3TNYHBIX MOJAENIel MaIlIMHHOTO 00Y-
YeHMs, TAKNX KaK HeWpoHHEBIe ceT, SVM u npyrue.

KmoueBbie cioBa: BbaiiecoBckue Meronwl, baiiecoBckasi onTMMM3aliMsl, TUIIEpIIapaMeTphl,
Python, malimHHOe 00yuyeHUe

Jdna outupoBanms: Yepusarun A., CsetryHbkoB C. HMccnemoBanue moHstus «baiiecoB-
CKasl ONTUMHU3ALMSI» U MIPaKTUYECKOE MCIOJb30BaHUE €¢ aJrOPUTMOB Ha SI3bIKE IIpOrpam-
mupoBaHusi Python // TexHoskonomuka. 2023. T. 2, Ne 4 (7). C. 4—15. DOI: https://doi.
org/10.57809/2023.2.4.7.1

DTO CTaThsl OTKPHITOTO AOCTYyIIa, pacipoctpaHseMas mo guieH3un CC BY-NC 4.0 (https://
creativecommons.org/licenses/by-nc/4.0/)

Introduction

Bayesian optimization is a current and important area in the field of machine learning
and statistics. It is based on the application of Bayes formula to determine the optimal model
parameters given a priori knowledge and observed data. This scientific article studies the prin-
ciples of Bayesian optimization, its application in various machine learning problems and the
potential for improving existing methods.

The Bayesian approach allows us to account for uncertainty and a priori knowledge about
model parameters, which makes it particularly useful for analyzing small data and solving
complex problems. At the same time, Bayesian optimization has a theoretical underpinning
and allows us to give the model parameters a meaningful interpretation. The study of Bayesian
optimization is necessary and meaningful because this method can solve complex function op-
timization problems, considering the noise in the data and the cost of estimating the function.
The study of Bayesian optimization can lead to the development of new methods and algo-
rithms that can be applied to solve practical problems in various fields. In addition, Bayesian
optimization can be used to select reasonable information that determines the whole modeling
process in econometrics. Thus, the study of Bayesian optimization has great significance for
various fields of science and practice.
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Bayesian methods of decision making in economics consider the application of Bayesian
optimization for decision making in the activities of individual economic entities. Any organi-
zation operates in the economy under conditions of uncertainty, which requires an increase in
the accuracy of estimates when making economic decisions, since the financial results of the
organization depend on it. Application of Bayesian optimization allows to increase the proba-
bility of making rational economic decisions.

Materials and Methods

Bayesian methods are statistical methods based on Bayes' theorem, which allows updating
probabilistic estimates of events based on new data. These methods have been widely used in
various fields including economics, medicine, genetics, speech recognition, space exploration,
insurance, and others. They can be useful for parameter estimation, data prediction, model
comparison, decision making under uncertainty, and many other tasks.

Bayesian theory and methods are named after Thomas Bayes (1702-1761), an English math-
ematician and clergyman who was the first to propose the use of Bayes' theorem to adjust
beliefs based on updated data. His work An Essay towards solving a Problem in the Doctrine
of Chances was published in 1763, two years after the author's death. However, methods using
Bayes' theorem became widespread only towards the end of the 20th century, when computa-
tionally intensive calculations became possible with the development of information technology.

The principle of Bayesian methods is to use a priori knowledge of the model parameters to
obtain posterior distributions of the parameters after taking into account new data. This allows
uncertainty and prior experience to be taken into account when making decisions. Bayesian
methods also allow models to be updated based on new data, making them flexible and adaptive.

Bayesian methods have found applications in medical diagnosis, image modeling, genetics,
speech recognition, economics, space exploration, insurance, and other fields. They are used
to estimate parameters, predict data, compare models, make decisions under uncertainty, and
establish causal relationships.

Bayesian optimization in economics can be applied in different contexts to solve a variety
of problems:

— Portfolio optimization:

Bayesian optimization can be used to find the optimal allocation of assets in a portfolio in
order to maximize returns or minimize risk. The model can take into account various factors
such as expected returns, volatility, and correlations between different assets (Laumanns, 2002).

— Pricing:

In business, Bayesian optimization can help in determining the optimal price of a product
or service. The model can take into account data on market trends, consumer preferences, and
competitive factors.

— Marketing campaigns:

When planning marketing campaigns, Bayesian optimization can be used to determine the
optimal budget, timing, and distribution channels for advertising. This can help maximize the
expected effect of an advertising campaign.

— Inventory management:

For businesses that sell goods, Bayesian optimization can be useful in inventory manage-
ment. The model can help optimize inventory levels with respect to demand, delivery time and
storage costs.

— Business Process Optimization:

Bayesian optimization can be used to optimize business processes such as manufacturing,
logistics or human resource management. The model can suggest optimal parameters to im-
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prove efficiency and reduce costs.

— Financial planning;:

In financial planning, Bayesian optimization can help determine the optimal budget alloca-
tion between different projects or business lines.

— Risk Analysis:

A Bayesian optimization model can be used to analyze risks and select optimal risk manage-
ment strategies under uncertainty.

However, it is important to note that successful application of Bayesian optimization in eco-
nomics requires a good understanding of the context of the problem, proper choice of model
parameters and careful interpretation of the results. Bayesian methods are a powerful tool to
incorporate uncertainty and prior experience into decision making, making them an important
tool in various fields of knowledge, including economics.

Bayesian optimization is a method that combines probabilistic models with optimization
techniques to efficiently find optimal hyperparameters. Hyperparameters are parameters that
are used to control the learning process, as opposed to model parameters that are tuned dur-
ing training. Bayesian optimization allows us to select the next point to be estimated using the
model of the model performance evaluation function. Bayesian optimization can be used to
optimize hyperparameters in a variety of domains including machine learning, deep learning,
natural language processing, and others. It can be particularly useful in tasks where model
performance function estimation is expensive, such as in tasks with large amounts of data or
complex models (Fujimoto, 2023).

The advantages of Bayesian optimization include efficiency and the ability to work with a
black box, that is, a function that has no analytical expression. It can also be used to optimize
multiple hyperparameters simultaneously. Disadvantages include the need to select an appro-
priate model of the model performance evaluation function and computational complexity
(Downey, 2018).

Examples of problems in which Bayesian optimization can be useful include optimization
of hyperparameters of neural networks, selection of optimal parameters for machine learning
algorithms, optimization of parameters in optimization problems, and others. Bayesian optimi-
zation is a powerful tool for optimizing hyperparameters in various domains. It can efficiently
find the optimal values of hyperparameters using probabilistic models and optimization meth-
ods. However, the selection of a suitable model of the model performance evaluation function
and computational complexity can be problems that need to be considered when using this
method (Smirnova, 2022).

Bayesian optimization uses Gaussian processes to model the unknown function to be op-
timized. A Gaussian process is a probability distribution over functions that is updated based
on new data. Bayesian optimization adaptively selects the next point to evaluate the function,
which reduces the number of evaluation operations. Bayes formula is the basis of Bayesian sta-
tistics and is used to calculate the posterior probability based on a priori probability and new
data. The Bayes formula is as follows:

P(A)P(B| A)

where P(A|B) is the posterior probability, P(BJA) is the likelihood (probability of occurrence
of event B given event A), P(A) is the a priori probability (probability of occurrence of event
A), and P(B) is the full probability (probability of occurrence of event B).

In Bayesian optimization, Bayes formula is used to calculate the posterior probability of the
distribution of functions based on observed data. The posterior distribution of functions is the

P(A[B) =
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basis for selecting the next point for function evaluation. The choice of the next point is based on
which point maximizes the expected improvement of the function. The expected improvement
of the function is calculated based on the posterior distribution of functions and the a priori
distribution of hyperparameters (Cuesta Ramirez, 2022).

A Gaussian process is a stochastic process such that every finite collection of random var-
iables has a multivariate normal distribution, that is, every finite linear combination of these
random variables has a normal distribution.

Gaussian processes can be used to model an unknown function and can be used in Bayesian
optimization to build a model of the model performance evaluation function of the model. The
basic properties of Gaussian processes can be defined through the covariance function. Some of
these properties include stationarity, isotropy, smoothness and periodicity of the process. If the
process is stationary, then the covariance function depends only on the difference between two
points (Galuzzi, 2020).

Advantages of Gaussian processes include the ability to work with a black box, i.e., a function
that has no analytical expression, and the ability to be used in Bayesian optimization. Dis-
advantages include the need to select an appropriate model of the function to evaluate model
performance and computational complexity. Examples of tasks in which Gaussian processes
may be useful include network traffic modeling, statistical modeling, parameter optimization in
optimization problems, and others (Pico-Valencia, 2021).

Gaussian processes are a powerful tool for modeling unknown function and optimization in
various domains. Gaussian process and Bayesian optimization are closely related. Bayesian opti-
mization uses Gaussian processes to model the unknown function to be optimized. A Gaussian
process is used to model the unknown function to be optimized and is a probabilistic model
that describes the distribution of function values at different points. Bayesian optimization uses
Gaussian processes to estimate the unknown function and select the next point to be estimated.
The Gaussian process allows for uncertainty in the data and adaptively selects the next point to
estimate the function, thus reducing the number of estimation operations.

The Bayesian optimization algorithm consists of two main parts:

1. Probabilistic function model: Bayesian optimization starts with an a priori distribution over
the function to be optimized, which reflects the uncertainty about the function under study.
With each new observation of the function, the a priori distribution is updated and a posterior
distribution over the possible functions is obtained.

2. Selecting the next point to estimate: based on the posterior distribution, the next point to
estimate the function is selected.

To use Bayesian optimization, the following steps should be followed:

. Define the function to be optimized;

. Select an a priori distribution for the function;

. Evaluate the function at the initial points;

. Update the a priori distribution with new observations and obtain the posterior distribution;
. Select the next point to estimate based on the posterior distribution;

6. Repeat steps 4-5 until a stopping criterion (e.g., a given number of iterations or conver-
gence) is reached.

Thus the Bayesian optimization algorithm solves the following problems (Feliot, 2017):

1. Optimization of complex functions: Bayesian optimization allows to find the maximum of
functions with unknown structure, for example, when selecting hyperparameters for machine
learning models;

2. Accounting for the cost of function estimation: in some cases, function estimation can be
expensive (e.g., training a neural network). Bayesian optimization adaptively selects the next

[T =S I S
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point to be estimated given the information from previous iterations, thus reducing the number
of estimation operations;

3. Noise control: the function may return different values for the same set of parameters due
to noise in the data. Bayesian optimization accounts for this noise and allows finding optimal
parameters given this uncertainty.

4. Balance between exploration and exploitation: the Bayesian optimization algorithm takes
into account both the already known values of the function and the uncertainty in the unex-
plored regions of the parameter space, which allows more efficient exploration of the parameter
space and finding optimal values (Garrido-Merch6n, 2020).

Bayesian optimization can be relevant for the following economic problems:

1. Decision Making by Individual Economic Entities: Bayesian Methods of Decision Mak-
ing in Economics examines the application of Bayesian methods of decision making to the
activities of individual economic actors

2. Monetary policy analysis: Bayesian vector autoregression model can be used to estimate
the impact of various factors on the economy such as monetary policy, external shocks and
other variables, which allows us to obtain robust estimates for models with a large number of
variables on samples of limited size (Sheikh, 2022).

3. Estimating the impact of factors on the economy: a Bayesian approach can be used to
estimate the interdependence of household income inequality and economic growth rates.

Thus, Bayesian optimization can be useful for decision making by individual economic
actors, analyzing monetary policy and assessing the impact of various factors on the economy
(Pozhidaeva, 2023).

What is more, Bayesian methods can help in decision-making when there is uncertainty in
the data or when it is necessary to take into account previous knowledge and experience. For
example, Bayesian methods can be used to predict future trends in the market, to determine
the optimal price of a product or service, and to assess risk and make decisions in investment
activities.

Results and Discussion

Bayesian optimization in the Python programming language in the Microsoft Visual Studio
Code environment.

One type of problem often faced by scientists in both academia and industry is the optimi-
zation of black-box functions that are expensive to evaluate.

Black box functionality is a term used to refer to a system whose internal structure and
mechanism of operation are very complex, unknown or unimportant within the scope of a giv-
en task. In the context of software testing, black box means that the tester does not necessarily
know the internal structure of the program or system, but tests its functionality based on input
and output data. This testing method is used to verify that the software performs all stated
functions and customer requirements in full according to the documentation (Bishop, 2006).

In cybernetics, systems engineering, and physics, a black box is a system that is viewed as
having some "input" for inputting information and an "output" for displaying the results of
operation, with the processes occurring during the operation of the system unknown to the
observer. The black box approach developed in the exact sciences in the 1920s and 1940s and
was borrowed by other sciences, including behavioral psychology.

Thus, a black box is a system whose internal design and operating mechanism are complex,
unknown, or unimportant to the task at hand, and is used in a variety of fields including soft-
ware testing, aviation, and automatic control theory.

This simplifies the programming and data processing process because the programmer can
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use a black-box function without having to know all the details of its implementation. Instead,
he can focus on what input data he needs to provide and what results he expects to get (Shar-
ma, 2021).

However, using a black box function can have disadvantages. For example, if the function
does not work correctly, it may be difficult for the programmer to determine the cause of the
error or to correct it. Also, if the function is not well documented, it may be difficult to under-
stand exactly what input data and what output data it expects.

The concept of a black box expensive to evaluate means that it costs a lot of money or re-
sources to perform a function or operation and its inner workings cannot be understood. A good
example of a black box function expensive to evaluate is the hyperparameter optimization of a
deep neural network. Each iteration of training can take up to several days, and it is impossible
to analyze in advance the values of hyperparameters that will lead to the best performance of
the model (Subasi, 2020).

It is possible to perform a cross-grid search of all possible hyperparameter values, but with
SO many training iterations to be repeated, this would result in a huge computational cost. A
more efficient method is needed to find the best set of hyperparameters using the least number
of iterations. Bayesian optimization can be used for this task (Gaudrie, 2020).

Bayesian optimization for the black box function in this case has 2 components (Pandita,
2020):

1. The black box function to be optimized is: f(x). We need to find a value of 'x' that globally
optimizes f(x). This is a probabilistic model of the function, it is also sometimes called objective
function, objective function or loss function. In the general case, we only have knowledge of
the inputs and outputs of f(x) (Morice-Atkinson, 2018).

2. An acquisition function: a(x), which is used to generate new values of x to be evaluated
with f(x). a(x) internally relies on a Gaussian process model N(X, y) to generate new values of
X.

The optimization process itself is as follows:

1. Definition of black box function f(x), acquisition function a(x) and search space of pa-
rameter 'x'.

2. Generating several initial values of 'x' randomly and measuring the corresponding results
of f(x).

3. Setting up a Gaussian process model N(X, y) on X = x and y = f(x).

4. The acquisition function a(x) then uses N(X, y) to generate new values of 'x' as follows.
The model N(X, y) predicts changes in f(x) as a function of 'x'. The value of 'x' that results in
the largest predicted value in N(X, y) is then offered as the next sample 'x' to estimate f(x).

5. Steps 3 and 4 should be repeated until the value of 'x' that leads to the global optimum of
f(x) is obtained. At the same time, all historical values of 'x' and f(x) should be used to train the
Gaussian process model N(X, y) in the next iteration - as the number of data points increases,
N(X, y) becomes better at predicting the optimum of f(x).

This experiment uses the bayes_opt library to find the hyperparameter C of the SVC model
trained on sklearn breast cancer data.

Support Vector Machine (SVM) is a powerful machine learning algorithm used for classifi-
cation and regression tasks. Within the classification task, SVM is based on the idea of finding
an optimal separating hyperplane in the feature space that maximizes the gap between classes
of data.

Support Vector Classifier (SVC) model is one of the variations of SVM for classification task.
It works by finding an optimal hyperplane that separates the training data into two classes. The
optimal hyperplane is chosen to maximize the distance (gap) between the closest points of each

10
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class, which are called support vectors (Lyu, 2018).

The hyperplane in SVC is defined by a set of weights (weights) and bias (bias), and training
the model consists of tuning these parameters based on the training sample. However, it is
important to note that in the case of nonlinear data, SVC can use so-called kernel functions,
which allow the model to build nonlinear separating hyperplanes in higher dimensional space.
The SVC model can also be used to solve the one-vs-all multiclass classification problem. It
shows good performance for medium to large training sample sizes, although careful tuning of
hyperparameters may be required to achieve optimal results. The overall performance of the
SVC method and SVM in general makes it a popular choice for classification tasks in various
fields such as computer vision, bioinformatics, financial analytics, and others (Popovic, 2019).

The hyperparameter C in the Support Vector Classification (SVC) model is a regularization
parameter that controls the balance between maximizing the width of the separating band and
minimizing classification errors. The value of C determines how much we want our model to
be adapted to the noise in the data. If the value of C is very small, then the model will be more
flexible and will have a larger error on the training data but a smaller error on the test data. If
the value of C is very large, the model will be less flexible and will have smaller error on the
training data but larger error on the test data. The value of C should be chosen optimally for
the particular classification task (Nguyen, 2018).

The components of the optimizer are:

1. The black box function f(x) is the ROC AUC score that we want to maximize to get the
best performing model.

2. The acquisition function a(x) is used as the upper confidence bound ("ucb") function,
which is of the form: a = mean + kappa * std. Both mean and std are outputs from a Gaussian
process model N(X, y). kappa is a hyperparameter of the optimizer that balances exploration
and exploitation when searching for x.

The out-of-the-box Python code to perform the above optimization steps is as follows.

Fig. 1. Bayesian optimization of the hyperparameter

11



Running the above Python code produces the following output.

Fig. 2. Result of running the Python code

From the above acquired results, the optimizer was able to determine that using a hyperpa-
rameter value of C = 8.432 results in the best model performance.

Conclusion

Thus, how Bayesian optimization works was studied and how it was used to find hyperpa-
rameters of a machine learning model. For small datasets or simple models, the speedup in
finding hyperparameters may be negligible compared to grid search. However, for very large
datasets or deep neural networks, it may not be economically feasible to test every sample on
a grid, and the use of Bayesian optimization will improve the efficiency of the hyperparameter
search process.

Using Bayesian optimization code to find hyperparameters of black-box functions, we can
apply the knowledge gained in the following directions:

1. Machine learning: optimizing the hyperparameters of machine learning models such as
neural networks, decision trees and support vector method to improve their performance and
accuracy.

2. Financial research: applying Bayesian optimization to tune the parameters of econometric
models used in financial analysis and forecasting.

3. Industrial optimization: using Bayesian optimization to determine the optimal parameters
of processes and systems in various industries.

4. Tuning classification algorithms: determining the significance of hyperparameters and
tuning classifiers with an extensive set of hyperparameters for better validation of results.

5. Comparison and analysis of results: evaluating statistical results using criteria such as the
Mann-Whitney criterion to compare the performance of classical and extended Bayesian opti-
mization.

Bayesian optimization of regression model hyperparameters used in programming can be

12



4 -

useful for economic purposes in several aspects:

1. Predicting future trends in the market: Bayesian optimization can help in predicting future
trends in the market, which can be useful for production, investment, and strategic planning
decisions.

2. Determining the optimal price of a product or service: By optimizing the hyperparameters
of a regression model, more accurate forecasts of demand and prices can be obtained, which
can help in making pricing decisions.

3. Risk assessment and decision making in investment activities: Bayesian optimization can
help in risk assessment and decision making in investment activities by allowing uncertainty and
previous experience to be taken into account in decision making.

Thus, Bayesian optimization of regression model hyperparameters applied in programming
can be useful for decision making under uncertainty in economic problems such as forecasting,
pricing, and investment activities.
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Annoranuga. B paGote ommcaHo co3gaHMe MMUTALMOHHOM MOAEIM AESITEIbHOCTH KOH-
TEHT-MEHeKepa i MOBbIIeHUS 3(hGhEeKTUBHOCT MapKeTHHIa, a TakKe OIpelesieHa CBS3b
KOHTEHT-MapKeTWHTA ¢ WHTEPHET-MapKETUHTOM B IIeJIOM. B KaduecTBe OCHOBHOTO METOIA WC-
CJIeIOBAaHUSI TIPUMEHSIOCh MMHUTAIIMOHHOE MOAeIMpoBaHue B mporpamme AnyLogic. beimm
MMPOAHAJIM3NUPOBAaHbI JINTEPATypHBIE MCTOYHUKM II0 TeMe KOHTCHT-aHan3a, BBIACICHBI IIPO-
liecchl B paboTe KOHTEHT-MEHeIKepa, Moaiexallinue aBToMaTu3an. Takke Oblja pa3pabdbora-
Ha MMUTALIMOHHAsI MOJIEIb aBTOMATU3allUM NESITeJIbHOCTU KOHTEHT-MEHeIXepa B Iporpamme
AnyLogic u obocHoBaHa 3KoHOMUYecKas 3¢ (HEeKTUBHOCTb BHeApsieMbIXx Mep. HayuHast HoBu3Ha
MpeIaraéMoro MeTOJa 3aKJII0YaeTCs B TOM, YTO MOJIEb YYMTHIBAET HEOOXOIMMOCTH CO3/a-
HUS OTYETOB I10 PEKJIAMHBIM aKIIASIM, a TaKKe HEOOXOIMMOCTh BEICHUS S€O-TIPOABIKCHUS U
OLICHKY 2(D(EKTUBHOCTH PEKJIAMbI Ha pa3HBIX MHTEPHET-IUIaT(OpMax: STHIECKC.IUPEKT U google.
awards. Pe3yabTaThl MccienoBaHUSI MOTYT OBITb MCIOJL30BaHBI it-CrieLIMAIMCTAMU IS CO3/a-
HUS U YCOBEPIICHCTBOBAHMUS MTPOTPAMMHBIX MPOAYKTOB.

KioueBbie cjioBa: UMUTALIMOHHOE MOJAEIUPOBAHUE, KOHTEHT-aHAJIN3, UHTEPHET-MAapKETUHT,
aBToMaTu3alusl MapkeTuHra, AnylLogic
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IUIST pellleHus 3a7a4 aBTOMAaTM3allui KOHTeHT-MapkeTuHra // TexHoakoHomuka. 2023. T. 2,
Ne 4 (7). C. 16—24. DOLI: https://doi.org/10.57809/2023.2.4.7.2
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creativecommons.org/licenses/by-nc/4.0/)

Introduction

Content marketing refers to marketing techniques that allow you to create, distribute and
analyze information that allows you to sell products by increasing customer trust and involving
them in the company’s information field. The objectives of content marketing include: increas-
ing the sales of goods, improving brand awareness of the company, informing customers about
the company’s services or products.

In this study, we will focus on such a part of content marketing as social media marketing
(hereinafter referred to as SMM - social media marketing), however, it should be noted that
this type of marketing is closely intertwined with other types of digital marketing and, above all,
Internet marketing in in general (Chaffey, 2013). The line between them is very conditional.
When studying content in SMM, we study content as a whole, since the same content is often
used in other areas of marketing (Ahearne, 2007).

We will also be primarily interested in automating the work of a content manager, whose
functions can also be attributed to the work of an Internet marketer. The work functions of a
content manager and an internet marketer often overlap. For example, a content manager is
often responsible for SEO promotion of content on social networks in the Yandex and Google

© nmapees I., 2023. U3gatensb: CaHkT-MeTepbyprckuii NoAMTEXHUYECKUIA yHuBepcuTeT MeTpa Benvkoro


https://doi.org/10.57809/2023.2.4.7.2
https://doi.org/10.57809/2023.2.4.7.2

: -

search engines.
The following figure shows the interaction between content marketing and social media
marketing.

Fig. 1. Interconnection between SMM and content marketing

The distribution of content relevant to the target audience is inseparable from social net-
works, as a medium that is becoming increasingly popular and can compete in audience reach
with television. Thus, the choice of SMM marketing for subsequent research is due to the high
demand for content analysis in this area (Biemans, 2010).

Among the SMM marketing tools we can list:

1. Blogging (creating and maintaining various blogs);

2. Maintaining a thematic community;

3. Targeted advertising on social networks;

4. Direct marketing — communication with clients on behalf of the company on forums,
communities, comments under posts and other possible places;

5. Monitoring mentions of the company on social networks to deal with negativity.

And also many other tools. What these tools have in common is their relatively low cost with
minimal costs and long periods of time before obtaining a result, which at the same time brings
a positive and long-term effect (Donath, 1995).

An article by Finnish researchers Joel Jarvinen and Heini Taiminen, “Using Automation for
Content Marketing in the B2B Market,” states that in large online agencies, a marketer can
spend up to 17 working hours per week writing various types of reporting (Bhattacharyya, 2010).

Materials and Methods

Despite the fact that there are systems for automating the work of marketers and content
managers, as a rule they do not include work on social networks or such frequently used systems
as Yandex Direct or Google Awards at the same time. Whereas a content manager often has
to work simultaneously in both Yandex and Google. A problem arises due to the inability to
control the activity of advertising campaigns; the system itself runs ads and does not always do
this effectively, which is why there is a decrease in conversion (Batt, 2012).
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In addition to the need to compile numerous reports, as well as use various services for
tracking the effectiveness of advertising and product promotion, content managers complain
about the need to constantly monitor promotions on social networks (Buttle, 2009). Timely
automated tracking of promotions or reminders about the end of these promotions would also

help content managers reduce their time costs.

To better understand the relevance of the task of automating the work of a content manager
or Internet marketer, a patent search was conducted in the field of content marketing automa-
tion. During the patent search, scientific, technical and patent information was studied:

1. Description of inventions for patents

2. Formula of invention

3. Classification

4. Drawings

5. Applications for inventions

6. Abstracts of foreign inventions

7. Commercial potential of the technology

8. Trademarks for the technology in question

About 100 patents were studied; an example of patent search work can be found in Table 1.

Table 1. Patent search results

Patent search

Country and Patent number Patent name Patent Description Search site
company owner
The method includes retrieving by a
processor the respective use data for
EGMENT | o, detemiming
CONTENT by the procgeszor if tf’le respec'[iveg https://
PTIMIZATION ldwide.
Google Inc, US CA2634039A1 0 0 use data exceeds a threshold for worldwide
DELIVERY articular behavioral pattern of espacenet.
SYSTEM AND P b com/
interest, for the respective use data,
METHOD . .
determining by the processor a unique
identifier for each user device of the
use data (Christodoulides, 2009)
SYSTEM FOR P .
the field of business- to-business sales
ASSESSING . .
and marketing. More specifically, the https://
SIRIUSDECISIONS BUSINESS- resent invention relates t mputer- worldwid
WO02013173545A1 | TO-BUSINESS [ Present mvention refates to compute © &
INC, US implemented methods and systems for espacenet.
SALES AND . o data relatine t /
VARKETING | St etomanes s stne oo |- con
PERFORMANCE ganization s abriity Y ’
DATA predictable and measurable
demand (Montgomery, 2003).
As an example, the task to be solved
B2B . .
according to the embodiment of the https://
CATHOLIC UNIV MARKETING resent invention can easily cope with orldwide
KOREA IND KR20210071522A INTEGRATED thp lr: nvironment . ilp :ln . n t.
MANAGEMENT ecorpogeg 0 'e. , eas y.c ange espacenet.
SYSTEM and maintain permissions required com/
for security, etc. (Beverland, 2012).
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As a result of the patent search, the following conclusions were made:

1. The general patentability of the proposed method is noted. In general, marketing auto-
mation systems are present in the patent search systems studied, but it was not possible to find
content marketing automation systems that would pay much attention to reducing the time for
compiling reports from various systems, such as Yandex, Google Words and social networks at
the same time. Although certain methods for automating the work of Internet marketers and
content managers are present in the databases in the form of patents (Adamson, 2012).

2. Taking into account the patent search, as well as the cited Russian-language and foreign
sources, we can note the commercial potential of the technology, which can be successfully used
for large companies and Internet agencies that run marketing companies, using the entire arsenal
of content creation and promotion (Jarvinen, 2016).

3. Trademarks and combinations of words for the technology in question were found with
the words “marketing” and “automation”, but no trademarks with the combination “marketing
automation” were found (Donath, 1999).

In order to reduce the time spent by content managers and ensure the unification of their
work in various areas of business, it was decided to use the simulation modeling method. Having
great variability in terms of solving the problems facing the researcher, this method allows you
to adapt it for various areas of business, as well as to calculate in advance the effectiveness of
the implemented measures to automate the activities of marketers. The latter can be used both
when creating new software products and when selecting existing ones.

The AnyLogic program was chosen as the main modeling tool. After that, it became possible
to solve the main tasks of the study:

1. Select processes to be automated.

2. Determine key indicators and their values for these processes.

3. Build a model for automating the work of Internet marketers.

4. Determine the economic efficiency of the measures being implemented.

Results and Discussion

As part of solving the first task, based on the data provided, we selected the processes that
we want to automate:

1. Monitoring SEO optimization services (Yandex Direct, Google Words).

2. Maintaining reports on contextual advertising on the Internet.

3. Tracking the start and end dates of promotions on social networks (Dubois, 2005).

As part of the solution of the second task, the key indicators of these processes were identi-
fied, which were collected in a table as variables of the future model, and the interrelations of
the model variables were indicated. Table 2 presents the symbols of the elements used (Easton,
2010).
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Table 2. Symbols of model elements

Designation Factor
X1 Wasting time tracking SEO before implementation
X2 Wasting time tracking the CEO after implementation
X3 Reducing time in
X4 Waste of time reporting on context before implementation
X5 Wasting time on post-implementation context reporting
X6 Reducing time in
X7 Wasting time tracking the end of the promotion before implementation
X8 Wasting time tracking the end of the promotion after implementation
X9 Reducing time in
Y1 Time costs of an Internet marketer

Table 2 shows the relationship between the elements. The following are formulas for calcu-
lating dynamic variables and accumulators, as well as the values of statistical variables (Grinko,
2019). Since, on average, the implementation of a particular function (writing a report) takes 1
working hour, hours are taken as a unit of time.

Table 3. Relationship between model variables

Endogenous Variables Exogenous variables
Y1 X1 | X2 | X3

The marketer's time costs will be calculated using the formula:

Y1 =X3,X,6,X9. X=100% -100%/z, where z = x1/x2, where x1 is the time that was spent
before the introduction of automation, and x2 is the time that was spent after the implemen-
tation (Dennis, 2007).

Table 3 presents the values of statistical variables. From the data presented, it can be seen
that the largest items of time spent by an Internet marketer are the costs of tracking advertising
campaigns in SEO (Yandex.Direct, Google Words) (Cheporova, 2019).

Table 4. Values of statistical variables of the model

Variable Value Unit measurements
X1 87.5 Hours
X2 16 Hours
X3 2 Hours
95.23
Y1(X3, X6, X9) 98.44 %
50

The marketer's time costs will be calculated using the formula:

Y1 =X1,X2,X3. X=100% -100%/z, where z = x1/x2, where x1 is the time that was spent be-
fore the introduction of automation, and x2 is the time that was spent after the implementation.

An Internet marketer agent and an indicator of overall marketing effectiveness have also
been introduced, which directly correlates with a reduction in the time spent by an Internet
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marketer. In this work, we use the concepts of Internet marketer and content manager as syn-
onyms (Cooper, 2007; Kotik, 2020; Gimadeev and Abdukhalilova, 2023).

To solve the third research problem, a simulation model was created in the Anylogic software
product.

Fig. 2. Simulation model for automating the work of a content manager

Finally, as part of solving the fourth and last task of this work, the efficiency parameters of
implementing a model for automating the work of a content manager or Internet marketer were
calculated.

Table 5. Efficiency of implementing a content management automation system

Name Befor§ After. % Reduced/Result
automation | automation
Tracking the effectlvene‘ss of 875 417 95.23 18 228 44
management of the advertisement
Making report 16 0.25 98.44 3 445.31
End of promotion 2 1 50 50
Other effects from the Monitoring the work of Internet marketers;

introduction of automation Increased customer loyalty

Conclusion

As part of the research, it became clear that the proposed method of automating the activi-
ties of a content manager minimizes the time spent on tracking the effectiveness of advertising
campaigns in SEO and contextual advertising, drawing up reports, and also informing specialists
about the end of promotions for a specific client.

The objectives of the study were successfully completed. The proposed model, thanks to the
flexible software tool AnyLogic, can be supplemented with a large number of parameters and
variables that can increase the effectiveness of marketing activities.
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Annoramusa. Cucrtema yrpaBjieHUsT POrpaMMHBIMU akTuBaMM (SAM) - 3TO KOMIUIEKC Mep,
HAIlpaBJICHHBIX Ha ONTUMM3AIIAIO ITPUOOPETCHMSI, pa3BepTHIBAHUS, MCITOJIB30BAaHUS W COIIPO-
BOXICHMSI MPOTrPaMMHBIX aKTMBOB B opraHm3auusx. IIpoliecchl yrpaBiieHUsI TIPpOrpaMMHBIMU
aKTHBaMM TPEeOYIOT HE TOJBKO I'PAMOTHOI CHUCTEMbI YIIPABICHUS, HO U MOIACPXKKU CO CTOPOHBI
NUT-cnyx6. B panHo#t paboTe npeacTaBieH CIOCO0 onpeaeeHNus U MOCTPOSHUS apXUTEKTYPbl
npujioxkeHus1 SAM ¢ ucnoab30BaHUEM KIMEHT-OPHMEHTUPOBAHHOIO Toaxoda. B xome uccre-
JIOBAaHWST OBIT TIPOBEIEH TEPMUHOJIOTMYECKWI aHaJIN3, CMOIECIMPOBAH TPOIECC YIPaBIECHUS
MIPOTPAaMMHBIM O0ECTIEeYeHUEM, COCTABICHBI TPEOOBAHUS K MPWIOXKEHUIO, a TAKXKE OTpeneieHa
COOTBETCTBYIOIIAS (DYHKIIMOHATBHOCTb €T0 MOIYJICH.

KioueBbie cjoBa: yrpaBjieHWE MPOTPAMMHBIMU aKTUBAMM, YMPaBICHUE JULEH3USIMU, UC-
MOJIb30BaHNE TTPOTPAMMHOTO obecIieueHusI, apxuTekrypa SAM

Jdnga uourupoBanmsa: biuHoB C. ApxuTekTypa CUCTEMBbl YIpaBAe€HUS IPOrpaMMHbI-
mu aktmBamu // Texnoskonommka. 2023. T. 2, Ne 4 (7). C. 25—37. DOI: https://doi.
org/10.57809/2023.2.4.7.3

BTO cTaThsl OTKPHITOTO AOCTYyIIa, pacipoctpansaeMas mo guieH3un CC BY-NC 4.0 (https://
creativecommons.org/licenses/by-nc/4.0/)

Introduction

Software asset management activities in the Russian Federation are regulated by the GOST
R ISO/IEC 19770-1 — 2014 standard, which is identical to ISO/IEC 19770. This standard de-
fines the basis of a comprehensive set of software Asset Management processes (Software Asset
Management, SAM), divided into levels providing for the phased implementation, evaluation
and approval of SAM processes.

According to the standard, Software Asset Management is effective management, control
and protection of software assets across the organization and effective management, control and
protection of information about related assets necessary for the management of software assets.
Therefore, within a specific enterprise, the functionality of the SAM solution is determined
through a set of processes and services that implement management, control and protection.
Their list depends on the scale of the organization, the type of activity, the allocated budget,
the maturity of related processes, the range of software assets used, the nature of relationships
with software vendors, as well as the choice between in-house development of the SAM system
and the acquisition of a ready-made solution (Spewak, 1992).

SAM is a component of IT Asset Management (IT Asset Management, ITAM). ITAM is a
coordinated activity of an organization to obtain value from IT assets. The following types of
IT assets are distinguished:

— software;

— media (physical and digital);

— IT equipment (physical and virtual);
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— licenses (including license confirmation);

— contracts;

— ITAM-IT asset management systems (including ITAM systems and tools, as well as meta-
data needed to manage all IT assets).

The object of the SAM system is primarily licenses, as well as the corresponding software.
When expanding the functionality of the system to other IT assets, it is advisable to talk about
creating an ITAM system.

Returning to the definition of SAM, it is necessary to focus on why the task of managing,
controlling and protecting software assets should be solved precisely through the creation of a
separate IT solution. In order to answer this question, it is necessary to reflect the specifics of
software assets as an object of management.

1. Dynamic nature of software and IT assets. A software asset, both separately and as a
component of an IT system, may be subject to frequent updates, corrections and user modi-
fications. Tracking these changes is necessary for making centralized decisions on a group of
software assets, monitoring usage, protecting against violations of contracts with vendors or
security threats.

2. Software complexity. The software can be used as a finished product or component. The
same software asset can be used at the same enterprise, but with different functionality. Dif-
ferences arise due to the role model (different access levels and divisions), as well as software
versions (see point 1).

3. Licensing and compliance. Software assets have complex licensing agreements that need
to be monitored to ensure compliance and prevent legal problems. Their specificity is not only
in controlling the number (which can be measured both by the number of devices and users,
both simultaneously and during any period, etc.), but also in terms of use (right to change), up-
dates, technical support, security, access to documentation and, of course, available function-
ality. There are financial and legal consequences for violating the terms of use of the Software
(including due to the lack of tools for software management).

The above are only some circumstances that make it difficult to account for software assets
by classical asset management tools. Therefore, a separate IT solution is needed that takes into
account the specifics of SAM (Kalyatin, 2020).

The purpose is to create the architecture of the SAM application.

To achieve it, it is necessary to solve the following tasks:

1. Outline the list of and define key concepts used in the paper (mainly by analyzing regu-
latory documentation)

2. Define problems of AS IS situation by modeling and describing software management
processes to identify pains of business users

3. Synthesis of functional requirements for the application from the pains of process partic-
ipants

4. Using methodology of enterprise architecture, create an application model.

Materials and Methods

Before proceeding to the development of solution to the previously identified set of prob-
lems, it is necessary to define the key terms that will be needed in framework of the study,
including characterization of the proposed SAM tools. The terms and the corresponding defi-
nitions are discussed in the section "Literature Review" and allows to form the boundaries of
research, separating software assets from IT assets. To ensure the unity of terminology, GOST/
ISO standards are mainly used. The functionality of the service system was formed both on
the basis of scientific publications and on the basis of existing ready-made solutions in the IT
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market.

After a single terminological field has been formed, it is still too early to proceed to the
description of the solution. The fact is that the upper-level description of the problem does not
have sufficient specifics to describe the functionality designed to ensure effective management
of software assets. Therefore, the next step is to detail the problems to the level of groups of
business users who are stakeholders in the process. The "pains” of the participants are formal-
ized in the business requirements for the IT system (Clements, 2010).

The architecture of the proposed services is described below, taking into account the re-
lationship between them and the problems corresponding to each of the components. After
describing the elements of the software asset management system, a comparative analysis of the
application implementation options is presented.

A software asset management system is an important tool for businesses and organizations,
helping them manage the software used in their infrastructure. Within the framework of this
system, the key concepts are software, application program and software architecture, which
are highlighted below

Software is the main component of SAM. It includes programs, procedures, rules and any
relevant documentation related to the operation of the computer system. It can be either system
software necessary for computer operation, or application software designed to solve specific
tasks, such as word processing or graphic editors.

An application program is a computer program designed to perform a specific task other
than the one related to the operation of the computer itself, usually used by end users.

According to Clements et al., software architecture is a set of structures necessary for rea-
soning about a system, which includes program elements, the relationships between them and
the properties of both. The software architecture of the system is a design solution related to
the overall structure and behavior of the system. The architecture helps stakeholders understand
and analyze how the system will provide such important qualities as modifiability, availability
and security.

In the ISO standards, the author could not find a separate definition for the application ar-
chitecture. Based on ISO/IEC 42010 IEEE 1471, it can be concluded that application architec-
ture is one of several areas of architecture that form the foundations of enterprise architecture
(EA).

Application architecture describes the behavior of applications used in business, focusing
on how they interact with each other and with users. It is focused on the data consumed and
created by applications, not on their internal structure.

The application architecture is determined based on business requirements and functionality.
This includes defining the interaction between application packages, databases, and middleware
systems in terms of functional coverage (Maidanova, 2020).

It answers the question: “What computer systems (applications) are required to provide the
information necessary for business functions?”

There are several approaches to determining the lifecycle of software assets. So, Fadi Nouh
in the article SAM Software Asset Management defines the stages of the life cycle as follows.
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Fig. 1. Stages of the software asset life cycle (Fadi, 2016)

Michael Stone et al. in the work of IT Asset Management, proposed to use, with reserva-
tions, a typical asset lifecycle scheme when considering software assets.

Fig. 2. Typical asset lifecycle (Stone, nd)

The emphasis in these life cycle models is on the sequence of stages and the cyclical nature
of the process as a whole; the possibility of returning to previous stages before completing the
full cycle is not reflected. In addition to the previous models, the following life cycle model is
proposed to focus on generalizing groups of processes.
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Fig. 3. Software asset management lifecycle

Results and Discussion
Challenges that stakeholders face

This work is based on the general assumption that a company with a large portfolio of soft-
ware products decides to initiate the development of a SAM system in order to further improve
the level of software asset management. When identifying internal stakeholders, user groups
have been formed that are most affected by the potential introduction of a new informational
system. The main challenges of the company's employees are presented below.

Table 1. Challenges of participants in the process of managing software asset

Business user

Challenges

Context

Employee

Difficulties of finding
the right software
Long time of
software installation
on workplace
Long time of
involvement in
the workflow

Lack of a clear description of the software, lengthy approval process,
possibility of installing prohibited software with administrator rights,
absence of software in the catalog despite available licenses

IT Administrator

Inaccurate or
incomplete list
of software

Difficulty in locating and tracking all installed software,
lack of automated software license inventory management,
reliance on manual data entry, problems with maintaining

and replicating frequent software updates and changes

Procurement
Department

Lack of information
on software licenses

Inability to promptly respond to changes in demand for software
licenses within the organization, difficulties in justifying the position
in negotiations with the supplier, violation of the basic principles
of category management when working with counterparties.

IS (information
security) officer

Compliance risks
and audits

Potential non-compliance with software licensing agreements, difficulties
in ensuring that license records are accurate and up-to-date, problems in
preparing for software audits and responding to license compliance inquiries

Software expert

Inefficient allocation
of resources

Problems in optimizing software license allocation, determining the percentage
of license usage, constrains in budget planning and cost optimization

IT support

Significant proportion
of excessive requests

Increase in number of unstructured requests regarding installation, licensing,
uninstallation, compatibility and software performance in general.

Product teams

Absence of centralized
software information

The risks of using specific software and the limits of its use are not clear
Lack of transparency in the activities of software product teams

Problems with regulatory authorities

Functional requirements

Based on the pains of participants in the process of managing software assets, as well as

according to the best practices of implementing the SAM concept, the following characteristics
can be distinguished that an effective SAM solution should have:

1. Software inventory management:

a. The tool should provide the ability to automatically detect and inventory software resourc-
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es throughout the network and infrastructure of the organization.

b. The SAM should support tracking and recording information about software installations,
versions, licenses and access rights.

c. The tool should allow manual entry or import of information about software assets for
assets that cannot be detected automatically.

2. License Management:

a. The tool should provide technical support for managing and tracking software licenses,
including such information as license types, terms, conditions and restrictions.

b. The SAM should provide functionality to link licenses to specific software installations or
deployments.

c. The tool should support license usage monitoring and notifications to ensure compliance
with license agreements.

3. Compliance and reporting:

a. The tool should generate reports and provide dashboards that allow you to track the status
of compliance with software licenses throughout the organization. This should allow you to
create customized reports for auditing, license reconciliation, and compliance assessment.

b. The tool should support the ability to export compliance reports in common formats (e.g.
PDF, CSV) for easy sharing and documentation.

4. Procurement and contract management:

a. The tool should integrate with procurement processes to track software purchases, con-
tracts, and renewal dates.

b. The SAM should contain alerts and notifications about contract extensions, expiration
dates, and important milestones.

c. The tool should support the collection and management of vendor information, including
contact details and contract terms.

5. Use and optimization of software:

a. The tool should monitor software utilization rate and provide information about software
licensing model metrics, helping to identify underused or unused licenses.

b. The SAM should form optimization recommendations to improve software distribution
and reduce costs.

c. The tool should support the identification of software duplication and provide recommen-
dations for consolidation or replacement.

6. Integration with IT infrastructure:

a. The tool should integrate with existing IT infrastructure and systems, such as configura-
tion management databases (CMDBS) and IT asset management tools.

b. SAM should support automatic synchronization of software asset information with other
systems to ensure data accuracy and relevance.

c. The tool should provide integration with deployment tools software or IT Service Man-
agement Systems (ITSM) to simplify software preparation and management.

7. Security and Risk Management:

a. The SAM tool should help identify security vulnerabilities related to software assets and
provide mechanisms for tracking and managing patch and update levels.

b. It should support security risk assessment by providing information about software ver-
sions with known vulnerabilities or end-of-life status.

c. The tool should ensure the implementation and enforcement of security policies related
to software use and access control.

8. Scalability and performance:

a. The SAM tool must be scalable to manage the inventory of the organization's software
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assets, regardless of the number of assets or distributed locations.

b. It must have effective performance capabilities that allow for quick search and retrieval of
information about software assets.

9. User Access and Permissions:

a. The SAM tool should provide role-based access control to ensure that only authorized
personnel can view and modify software data.

b. It should allow different levels of access and permissions depending on user roles and
responsibilities.

10. User-friendly interface:

a. The SAM tool should have an intuitive and user-friendly interface that simplifies naviga-
tion, data entry and reporting functions.

b. It should offer search and filtering options to quickly search for specific software resources
or create specific reports.

Based on the functional requirements, as well as the existing ready-made SAM products on
the market, an overlapping list of application modules necessary for effective management of
software assets in the organization was formed.

Software Registry module

The basic module of the SAM system is the main component that provides the necessary
functionality. It includes the following functions:

1. Automatic standardization and ordering of software data;

2. The software catalog, which can be easily changed or expanded with new additions;

3. Classification of software into 16 groups, fixed in the standard GOST R ISO/IEC TO
12182-2002;

5. Automated software commissioning, software status display;

6. Linking software to software assets in management accounting;

7. Information about risks and limitations for OSS licenses;

8. Managing libraries and software components;

9. Mapping and automatic comparison of the business user's software list and the software
catalog;

10. Categorization of access control software;

11. Definition of the software owner: definition of a financially responsible person or organ-
ization owning software assets;

12. Platform and Installation Type identification: Identification of available platforms and
installation types supported by the software;

13. Reference documents related to the software.

Application Showcase module

The main functions of the module:

. Ordering/installing software;

. Software search;

. Role Matrix;

. Identification of available devices for installation;
. Configuring Software Availability;

. Delivery of applications in the App-V format;

. Providing the ability to deliver and install applications;
. The ability for managers to delete software;

9. Search for alternatives based on functions;

10. Role-playing system;

11. Publishing any software;

O ON L AW
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Fig. 4. SAM system architecture
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12. Installing software for another employee.

Licensing and Procurement Module

Licensing models and rules: Catalog of current licensing models of software products used
in the company, including:

— License types

— Allowed number of installations

— Binding to the core/device/employee/location

Software Procurement Projects and Specifications: A catalog of approved/protected software
procurement projects integrated with the company's management and accounting systems, in-
cluding:

— Project details and codes

— Software nomenclature

— The cost of the software at the time of purchase

— License validity period and technical support

— Contracts and Keys

Catalog of prices and suppliers: Catalog of current prices for items and software kits with
information about suppliers, including:

— Current software costs

— Supplier Information

— Comparison of nomenclature names with catalog items

Justification of needs: A module for collecting information to justify needs, such as the actual
use of the product for license renewal or rejected software installation requests due to lack of
license.

License control and management: License expiration control, automatic distribution of li-
cense keys, flexible redistribution of paid software in case of shortage of licenses, management
of license agreements, sublicensing and alienation of software.

Integration and procurement: Integration with external contract management systems to
search for information, determine the cost of software for project protection, prepare specifica-
tions for investment planning, form a purchase queue and automatically determine prices based
on previous purchases with correction factors.

Software security and control module

Control of portable/prohibited software is a tool to ensure operational control of portable
and prohibited software in the company.

Basic definitions

— Tracking and management of prohibited and sanctioned software

Dynamic, changeable list of prohibited software

— Integration with application uninstall/blocking tools

— Notification of managers about the installation/launch of prohibited software

Version control is a tool for monitoring the versioning of the positions of the existing fleet of
the company, as well as tracking functional and legal changes with the release of new versions.

Basic definitions:

— Use of current software versions

— Compliance with new copyright holders' requirements

Licensed cleanliness is a tool for ensuring licensed cleanliness. Comparison of data based
on two variables: availability of a license for an installed copy of the software, availability of an
agreed application (if required).

License redistribution is a tool that allows you to release licenses and redistribute them
among company employees. For example, the release of a license due to dismissal or non-use
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for more than 90 days.

Discovery and inventory: automatic acquisition of data about workstations, laptops, servers,
etc. and software installed on them

Directory of software recognition rules.

Reporting module

Graphical visualization of data. The module allows you to build dynamic reports and graphs
for analyzing events related to software management.

Main types of reports:

Cost of ownership of software — a report that allows you to determine the cost of ownership
of software by the consolidated parameter: manufacturer, product, functional unit, etc.

Unification of software versions is an analytical report that allows you to bring a large variety
of versions of one software name to a single standard

The asset lifecycle is a tool that allows you to determine the entire chronology of the move-
ment of each license from purchase to write—off.

Examples of indicators: software usage (% utilization) taking into account licensing metrics,
license purity, financial indicators, validity periods of licenses and contracts.

Administration Module

SAM operation management: configuration settings, alerts, mailing lists, system directories.
The administrator role is provided to perform the functions. Ability to configure and create
snapshots/increments. The configuration should be made at least in terms of the schedule, data
set, storage location, etc.

Personal account module

A tool for:

— Monitoring of the installed software of subordinate employees

— Calculating the cost of software ownership within its management level

— Configurations of non-standard role sets for their employees

Software lifecycle checklist linked to the calendar for those responsible for the software

Notification Module

Mechanisms for sending system notifications, as well as mailings to users according to spec-
ified rules.

Conclusion

Effective management of software assets implies the presence of an information system
supporting the relevant business processes, which complements the landscape of the enterprise
architecture in that part of the functionality that is not provided by standard asset management
systems, such as, for example, a procurement management system, inventory management sys-
tem, security systems, etc. At the same time, the system should ensure integration with related
components of the enterprise architecture to avoid duplication of tools with different software
solutions.

The architecture of a software asset management system is a structural design and organi-
zation of the system itself. It defines the composition, structure and relationship of functional
components, modules and data for managing software assets in an organization.

It helps to identify approaches to digitalization of tools to meet the needs of business users.

The implementation of the main functionality of the SAM application is possible within
the framework of 8 interrelated modules: Software Registry, Licensing and Procurement, Ap-
plication Showcase, Personal Account, Notifications, Software Security and Control, Admin-
istration, Reporting. The software management tool is aimed at increasing license utilization,
minimizing legal, financial and operational risks when using software, increasing awareness
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of key indicators of software asset management, improving the efficiency of software lifecycle
management business processes and providing complete and structured information about the
company's software assets.
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Annotamus. Llenbio JaHHOTO UCCIeNOBAaHUS SIBJISIETCS OTIPEIeIeHUE KITIOUEBbIX 3TAIlloB (-
poBOi TpaHchOpMaIMK TOProBiaU. B xome mmdpoBm3anmym MHUPOBOM 3KOHOMHWKM Ha YPOBHE
BceX e€ OoTpaciieil MPONCXOMIT ONpeneaéHHbIe TpaHchopMalmu. JJaHHOe IBICHNE OOBSICHSICTCS
TEM, YTO PE3yJIbTaTOM BHEAPEHUST HU(PPOBLIX TEXHOJOTUI U PEIICHUN SIBIISIETCS KOMILIEKCHOE
npeoOpa3zoBaHUEe MOAEJC XO3IHMCTBOBAaHMSI, UTO IoApa3syMeBaeT Ioa coboit (opmupoBaHue
HOBBIX CUCTEM YIpaBJCHUS, OM3HEC-MOnesell, TUIIOB OOILECTBEHHbIX OTHOLIEHUW U IOTpe-
OUTEITHLCKUX OOIIECTB, TO €CTh MU(POBYIO TpaHC(HOpPMAIIMST SKOHOMUKH, COCTOSIIEH M3 MHO-
XKecTBa CeKTOpoB. OmMHAKO BaxXHO IOHUMATh, YTO MOSIBIICHME HOBBIX ITM(MPOBBIX TEXHOJIOTHIMA
1 3HAHWI, BO3MOXHOCTb UX IPUMEHEHHE MO-pa3sHOMY HAXOOUT CBOE OTpaxKCHME B IIPOIECCe
Pa3BUTHS KaXKION OTAEIBHO B3ITOM OTPACIIM, YTO CBUIETEIBCTBYET 00 aKTyaJIbHOCTH MPEICTaB-
JICHHOTO HcClIeaoBaHus. B mombITKax MpoBeneHUs] MCCISIOBAaHMSI COCTOSIHUS JII000M OTpaciu
Ha COBPEMEHHOM 3Talle pa3BUTUs 3KOHOMKM Mbl CTAJKUBAEMCSI C HEOOXOAMMOCTbIO U3YYECHMSI
npouecca e€ undpoBoil TpaHchopMauuu. B ¢BA3M ¢ 3TUM y aHAJIUTUKOB B 00JIaCTU Pa3BUTHUS
TOPTOBBIX KOMIIAHWII BO3HMKACT HEOOXOIMMOCTh B OIIPEACICHUM M CUCTEMATU3allny TaHHBIX
0 TIOCJICIOBATEIBHOCTH 3TAIlloB HU(POBOM TpaHCHOpMAIIMM TOPIOBIM M WX copepxxaHue. B
MpolIecCe MCCIeIOBaHUS PACCMOTPEHBI OCHOBHBIC HAIIPABICHUSI U TCHACHUMN LU(PPOBU3ALINU
cepbl TOPTOBIM, TPOAHAIM3UPOBAHA B3aMMOCBS3b (PAKTOPOB LM(PPOBU3ALNNU 3KOHOMUKH C
npoleccaMu pa3BUTUS U LMGbPOBOI TpaHCGhOPMALIMd MUPOBOM TOPTrOBIM Ha OTPACIEBOM YPOB-
He. B pe3ynabrare ucciaenoBaHUs MPEACTaBICHO aBTOPCKOE BUACHUE OCHOBHBIX 3TarnoB LHU(PO-
BO# TpaHC(OpPMALIM TOPTOBJIIM.
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Introduction

The driver of the formation of the digital economy has always been technological innovation,
which due to the synergistic effect forms the foundation of the digital economy, including the
transition to digital technologies and the distribution of ICT-based goods and services. At the
same time, the digital transformation of the economy itself is a complex of economic and social
effects, which, in turn, allows us to decompose it as a set of factors affecting the development
of the global economy and its sectors. To better understand how the processes of digitalization
and the development of world trade are interrelated, let us present a scheme of their relation-
ship in Figure 1.
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Fig. 1. The impact of digitalization on the development of global trade

According to the figure, digital transformation, being a sub-process of the process of world
trade development, is influenced by digitalization factors. In other words, digitalization, in-
cluding the development of information technologies, knowledge about them, data collection
and processing capabilities, forms certain conditions for the development of trade, in connec-
tion with which the industry itself begins its transformation by applying these technologies and
capabilities (Voronova, Kharyova, 2019). Thus, the analysis of the content of these factors in
the context of digital transformation of trade will allow us to identify its main trends, which in
turn will allow further research to assess their impact on the state of world trade in general and
trading companies in particular (Ilyina, Mikhailova, 2013).

Materials and Methods

In this study, analytical methods were used, such as description, grouping of data, causal
analysis, evaluation. The use of these methods allowed linking disparate facts about the current
situation in the development of digitalization processes in trade in modern economic condi-
tions. Following the National Program "Digital Economy of the Russian Federation", the digital
transformation of trade includes activities aimed at achieving the following goals: improving the
quality of goods and services, their accessibility, and the degree of public awareness. These goals
were observed, described and classified as well.

Results and Discussion

Combining the listed objectives of digital transformation of trade, technological innovations
and their impact on trade, as well as the very scheme of trade activity realization, we can con-
ditionally represent the process of digital transformation of the economy with the help of a
flowchart using Figure 2.

Fig. 2. Results and factors of digitalization at the sectoral level (trade)
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Let us explain the meanings of the elements of the figure. As already noted, the digital
economy is based on technological innovation, which at the sectoral level of trade is primarily
seen as new technologies in the production and service process, as well as the proliferation of
PCs, communications and the Internet. The second of the above-mentioned points allows for
the formation of a digital space in the course of digitalization, which in turn can be seen as a
new model of consumer environment and sales (and purchasing) channels. New opportunities
in sales allow consumers to increase their awareness of their goods and services, as well as to
optimize costs (marketing, transactions, etc.). On the other hand, the application of new tech-
nologies in the course of production and service activities allows, on the one hand, to improve
the quality of goods and services, on the other hand, to optimize the resource and material
base, and, as a consequence, to optimize this type of costs (Kokova, 2022). A striking example
of cost optimization is the reduction of the role of intermediaries through the use of platform
solutions in logistics, which allows to expand the possibilities of communication with consum-
ers (Voronova, Ilyin, 2020).

Increasing availability and quality of goods and services form new markets supported by new
information technologies. At the same time, it is important to note that companies themselves,
in order to maintain all trade, production and service activities, and consumers - to preserve
their opportunities in the new digital space, constantly require new goods and services based
on newer possible ICT, which leads to the intensification of their use (Noga, 2021; Skolkovo,
2016).

In this regard, world trade is actively changing the structure of its turnover, approaches to
organizational and management, marketing and operational activities, as well as to the organi-
zation of other socio-economic processes of trading companies, the key driver of development
of which is the creation of a comfortable consumer environment.

The scheme presented in the figure above allows us to understand that the following main
directions can be distinguished within the digital transformation process:

— Transformation of production activities through the application of digital technologies

— Transformation of logistics and sales activities in the context of new markets and sales
channels;

— Transformation of marketing activities due to the formation of a new consumer environ-
ment.

Conclusion

In order to competently build the company's strategy and implement the principles of the
process approach, which is an integral part of digitalization, it is necessary to understand that
the first stage in the transformation will be an audit, which in the conditions of digital reality
will consist of so-called digitization: modeling of business processes, the company's business
model, determining the vector of development in the field of innovation and the formation of
information and regulatory framework.

Based on digital modeling of the company's activities and installation of the necessary dig-
ital resources, it will be possible to move to the "qualitative stage" of transformation and start
complex work to improve activities in the era of the digital economy, which includes a complex
system of digital solutions. At the same time, it is important to realize that first of all, a new
digital and technological infrastructure should be developed and applied, and only then should
new technologies be applied, including, for example, e-commerce, cloud solutions, Big Data,
etc (Barkalova, 2021; Pezzella and Pliushch, 2022).

When the infrastructure is prepared and new digital technologies are applied, new data pro-
cessing capabilities are used to analyze the company's operations and the market in order to
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make further objective management decisions (Krymov, 2019).

To some extent, this process can return the organization's activity to the first, "quantitative”
stage and rethink the model of the enterprise's activity. When all the plans and decisions estab-
lished in the beginning in the field of formation of production activities have been achieved, the
equally significant stage of developing customer-oriented solutions begins (Ilyina, Kapustina,
2015).

New markets functioning in the digital space, allowed consumers to expand the choice of
goods and services, to detail their requests, in this regard, offering him a convenient technology
to choose and make a purchase in the electronic environment today is the main competitive
advantage of trade enterprises, in this regard, the formation of a comfortable consumer envi-
ronment stands out as a separate driver of industry development. This idea arises from the idea
that the "new generation consumer” uses digital space not only as a place of recreation, but also
as a place of work and the main channel of communication and purchase of goods.

When all models and processes have been digitized, relevant digital and technological in-
frastructures have been created, and customer-centric business strategies have been developed,
the final - transformational - stage comes. It is at this stage that a trading enterprise, having
restructured its business model, is ready to fully realize its activities in the new digital space.
Based on the above, the authors have systematized the main stages of digital transformation of
the trade sphere, presented in Figure 3.

Fig. 3. Main stages of digital transformation of trade
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It should be noted that due to the continuity of the digitalization process, digital transforma-
tion itself does not have a final form at this stage of economic development. The technologies
and capabilities of enterprises in the digital environment are developing faster than businesses
can adapt to them, so the transformation stage itself cannot be considered finite. In this regard,
the most actively developing companies place great emphasis on staying ahead of innovations
and continuous modernization of business formats.
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AHHoTanuda. B coBpeMeHHyI0 G POBYIO SIIOXY MEINAXOJIIWHTY CTATKUBAIOTCI ¢ TIpobieMa-
MU W BO3MOXKXHOCTSIMH, CBSI3aHHBIMU C YIIPAaBJICHUEM XKU3HCHHBIM IIMKJIOM IIPOAaXK PeKIaAMHBIX
MareprayioB. CeromHsi phIHOK MEOWAXOJAMHTA CTaJ OYeHb AWHAMWYHBIM M KOHKYPEHTHBIM.
Bonbime o0beMbl MHpOpMaLY, TOCTOSSHHBIE M3MEHEHUST TpeOOBaHUI peKIaMoaaTeneil u mo-
TpeOUTesIell, a TaKXKe pa3HOOOpa3ue KaHaJIOB KOMMYHMKAIIMKA TPEOYIOT OT MEIUaxOJIUHIOB
OBICTPOI1 aganTalMd M T'MOKOCTU B YIIpaBJICHUM IIpolleccaMM Iipojax. B atoM uccienoBaHumn
OymeT mpeuToXeHa MOJIeIb aBTOMAaTU3aIlM1 B Ka4eCTBE OCHOBBI IIJIST aHAIM3a 3peJIOCTH U YIyd-
IIEHUST TaKOTO Tpoliecca B KOMITaHUSX. B pesynbraTe mcciaemoBaHUsT TIOJydeHa MOJENb aBTO-
Matmzanu TO BE m mpemnoxeH mepeyeHh OCHOBHBIX IU(POBBEIX CEPBHUCOB, HEOOXOIMMEBIX
JUISL TAKOTO poja aBTomMaTu3anuu. McciaemoBaHue OCHOBAaHO Ha CYILECTBYIOLIEH JIUTeparype u
CpPaBHUTEJIBLHOM IIpUMEpE C y4acTUeM KOMIaHUM-Meaua-xojarHra B Poccuiickoit denepanym.

KmoueBbie ciioBa: aBToMatm3anus, IMdpoBoe penieHue, nudposmsanmss, CRM, kimeHT-
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Introduction

Today, the work of any large organization is associated with the need to automate the enter-
prise process. Process automation is an integrated approach that describes the use of technology
and systems to perform tasks and operations without significant human intervention. As Roman
Okorokov, Anna Timofeeva and Tatyana Kharlamova wrote in their article: "The current stage
of human development is characterized by the intensive construction of a digital economy, the
parameters of which are fundamentally different from those of the previously dominant indus-
trial economy"” (Okorokov, 2019).

The topic of process automation in general is one of the key topics of modern business in
various fields. As Natalia Alekseeva, Alexander Babkin, Anna Jung, Svetlana Krechko, Hanon
Barabaner write: "One of the main trends in modern life is the introduction of digital technolo-
gies into people's lives, society and business”. Media holdings that actively adapt to digital tech-
nologies and apply innovative solutions in their sales processes have a significant competitive
advantage. In the context of rapid changes in consumer behavior and the transition to online
communication channels, media holdings are forced to rethink their strategies and implement
digital tools in order to remain relevant and successful in the market.

The modern media market has undergone major transformations as a result of the rapid
development of information and communication technologies. In a competitive environment,
Russian advertising agencies are dynamically developing and increasingly integrating into the
digital environment. In recent years, the number of creative agencies and groups that operate
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using new technologies has increased significantly. These include media buyers, PR agencies,
online advertising agencies, web design and others (Ketova, 2020).

One of the main trends in the modern media market is the increase in the volume and diver-
sity of data. Media holdings have access to huge amounts of data, including information about
consumers, their preferences, behavior and reactions to advertising. The use of analytics and
machine learning allows media holdings to extract valuable information from this data, identify
trends, predict customer behavior and make more informed decisions in the sales process.

Another significant trend is the personalization of advertising. Modern consumers expect
personalized and relevant content that takes into account their interests, preferences and needs.
Media holdings are faced with the task of creating personalized advertising materials and adapt-
ing them to a specific consumer. Digital tools such as BPMS, low-code and no-code platforms
allow media holdings to create and customize personalized advertising campaigns with minimal
effort and reduced time.

The purpose of introducing digital solutions into the life cycle of sales of advertising mate-
rials of a media holding is to increase the efficiency and effectiveness of commercial activities.
Automation of sales processes allows you to reduce the time of the sales cycle, speed up order
processing and improve the quality of customer service. This helps to increase sales and cus-
tomer satisfaction, as well as reduce costs and improve the operational efficiency of the media
holding.

To improve the quality of automation of the media holding sales process, it is necessary to
solve a number of tasks, including identifying the prerequisites for implementation, analyzing
technologies for automation, studying the process, as well as optimizing such a process taking
into account current technologies. Automation of the process will help to reduce the time for
processing orders, reduce the number of errors and manual labor. Therefore, automation of the
sales process of advertising materials is of particular importance and practical importance.

The purpose of the study is to propose a model for automating the sales process of advertising
materials in a media holding as a basis for analyzing the maturity and improvement of such a
process in companies.

Selected tasks:

— to analyze articles on the topic of automation of the sales process;

— to analyze the technologies relevant to the automation of the sales process;

— to consider the business process of selling advertising materials in a media holding;

— to develop an optimized process model based on the results obtained during the analysis.

Materials and Methods

For a detailed consideration of the topic, it is necessary to analyze what automation is, its
prerequisites, as well as the possibilities of modern digital technologies for automating the sales
process of advertising materials.

In order to maintain their place in the market, advertising organizations need to constantly
develop and adapt their activities to the trends of behavior of the audience and business enti-
ties.A.V. Chekhov notes that currently the main activity of media holdings can be divided into
three groups:content production, a combination of content that occurs in the format of printed
publications, Internet resources, radio distribution of media products in the form of print me-
dia, Internet resources, radio and TV (Chekhov, 2021 ).

The current research will mainly focus on the TV group and the sale of TV advertising ma-
terials.

One of the key tools to achieve this goal is the implementation of a customer relationship
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management (CRM) system. CRM systems provide an integrated approach to managing cus-
tomer data and sales processes, allowing media holdings to effectively interact with customers,
improve service and increase sales. This paper will consider the prerequisites for the introduc-
tion of CRM into the sales processes of media holding in Russia in 2023, taking into account
the withdrawal of their current CRM from the market.

Customer relationship management (CRM) is a specialized technology that enables firms to
capture, store, access, share and analyze large quantities of customer data. The potential ben-
efits of using CRM systems include higher customer loyalty, improved marketing effectiveness,
better customer service and support and lower costs through improved efficiency.

Prerequisites for the introduction of CRM into sales processes:

Outdated CRM system: One of the main prerequisites for the introduction of a new CRM
system is an outdated or poorly functioning current CRM. If a media holding is faced with
problems in processing customer information, difficulties in analyzing data, or an inability to
provide personalized customer service, replacing the CRM system becomes a necessity.

Expanding the customer base: Media holdings may face a growing customer base and an
increase in sales. In such circumstances, a powerful and flexible CRM system is required, capa-
ble of efficiently processing large amounts of data, tracking customer interaction and providing
analytical tools for making informed decisions.

The need for personalization: In the face of increasing competition and changing consumer
preferences, it is important for media holdings to offer personalized content and promotional
materials. The CRM system allows you to collect and analyze data about customers, their pref-
erences and behavior, which allows you to create personalized offers and improve the customer
experience.

Integration with other systems: Media holdings often use different IT systems to manage
different aspects of their business, such as content management, analytics, finance, etc. The
integration of the CRM system with other systems allows you to create a single information
space, improve data exchange, automate processes and provide a single overview for the entire
business.

Improved communication: CRM systems allow you to strengthen internal communication
within the media holding and ensure more effective interaction between sales, marketing, an-
alytics and other key functional areas. This helps to improve coordination and cooperation,
which has a positive effect on the quality of customer service and sales performance.

Advantages of CRM for business:

1. Optimization of customer experience.

2. Increase the level of customer retention.

3. Increase in sales revenue.

4. Improving the efficiency of processes.

5. Improving the rationality of operations and the level of cooperation.

The main functions of CRM

1. Contact management.

2. Interaction management.

3. Managing potential customers.

4. Automation of work processes.
5
6
7

. Customer analytics.
. CRM integration.
. Secure mobile CRM system.
According to a study by SAP, CRM includes the following functions [6].
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Table 1. The main functions of CRM according to SAP research

The main functions of CRM
Main Sales Customer Service
Contact management Contact Center
Interaction management Omnichannel
Managing potential clients Email newsletters
Automation of work processes Engagement
Customer analytics Surveys
CRM integration Contact Center
Secure mobility

As Sikora Melanie Hodgkinson et al. says, the changed trends in the work of the CRM sys-
tem are aimed at improving the quality of customer service (customer experience) and improv-
ing the efficiency of working with customers and interacting with them (Sykora, 2022).

Customer Experience management: One of the main trends in the CRM system is the tran-
sition from simple to complex. customer experience management (Holmlund, 2020). CRM
systems are installed using software to collect and analyze data related to customer engagement
with the campaign. This allows organizations to better understand the needs and preferences
of customers, as well as offer personalized solutions and services that meet their expectations
(Spewak, 1992).

In general, modern trends in CRM systems are aimed at improving customer interaction,
increasing the level of personalization, automating processes and providing deeper data analysis.
The introduction of modern CRM systems can help media holdings in Russia to increase the
efficiency of sales of advertising materials, improve customer service and achieve a competitive
advantage in the market.

Customer expirience within the framework of the implemented CRM:

1. Collection of metrics.

2. Analysis of the customer experience situation (metrics analysis).

3. Visualization of customer expirience reports.

4. Automation of work processes.

5. Adjustment of the service, products and services, taking into account customer feedback.

6. Expected result: improvement of the LTV indicator (LTV is an indicator of the profit that
the business receives for all the time it works with the client).

According to Mongo's research, LTV (Lifetime Value) is the customer's lifetime value. LTV
shows the profit from the relationship with the client for the entire period — from the moment
when he saw the first advertisement or registered on the site, to the last purchase.

LTV is calculated by multiplying the average revenue received from a client over a certain
period by the expected duration of cooperation with him. This indicator helps companies un-
derstand how much they are willing to invest in attracting and retaining customers (Okorokov,
2019).

The use of the LTV indicator in the automation of the sales process has a number of advan-
tages:

1. Profitability forecasting: LTV calculation allows companies to predict the potential profit
that can be obtained from each client. This allows you to make informed decisions about how
much resources and effort should be invested in attracting and retaining customers, as well as
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optimize marketing and sales strategies.

2. Determining the pricing policy: Knowing the customer's LTV, the company can deter-
mine the optimal price of a product or service. If the LTV is high, then the company can set a
higher price based on the expected long-term profit. In case of low LTV, the pricing policy can
be adjusted to attract and retain customers.

3. Improving Customer Experience: Understanding LTV helps companies identify which
customers are most valuable and how to provide them with a higher quality of service. By focus-
ing on customers with high LTV, the company can offer personalized services, bonus programs
or additional benefits, which increases customer loyalty and prolongs their life cycle (Provost,
2013).

4. Data-based decision making: LTV calculation is based on the analysis of data on custom-
er behavior, purchases and interaction history. This helps companies make informed decisions
based on factual information rather than assumptions. Automation of the sales process using
CRM and analytical tools allows you to collect and analyze data for a more accurate calculation
of LTV.

5. Optimization of marketing costs: Knowing the customer's LTV, the company can deter-
mine how much it can spend on attracting a new customer. This helps to optimize marketing
costs and distribute the budget between different channels for attracting customers. The compa-
ny can also focus on retaining existing customers who have a high LTV, which saves resources
and increases the overall profitability of the business.

The use of the LTV indicator in the automation of the sales process allows companies to
more accurately analyze and predict the results of their sales, optimize marketing strategies,
improve customer service and improve overall business profitability.

The introduction of CRM into the processes of such a large company also requires tech-
nology that allows you to work with large amounts of data. As Holmlund M Van Vaerenbergh
YCiuchita R et al say, in today's fast-paced digital economy, big data analytics (BDA) has huge
potential to enhance customer experience.

The introduction of Big Data technology into the CRM system of media holding has a num-
ber of advantages and applicability:

1. Processing and analysis of large amounts of data: Big Data technologies allow you to
effectively process and analyze huge amounts of data, including information about customers,
advertising campaigns, sales and other important indicators. This allows the media holding to
gain a more complete understanding of its customers, their preferences and needs, as well as
make more accurate forecasts and make informed decisions.

2. Personalization of offers: with the help of Big Data technology, the media holding can
analyze large amounts of data about customers, their interests, preferences, purchase history
and behavior. This allows you to create personalized offers and recommendations for custom-
ers, taking into account their individual needs and preferences. This approach increases the
likelihood of successful sales and improves the customer experience.

3. Optimization of marketing campaigns: Big Data analysis allows the media holding to
optimize its marketing campaigns. Using customer data, the behavior of their interaction with
advertising materials and sales results, the media holding can determine the effectiveness of
various marketing strategies and tactics, as well as optimize budget allocation based on data
and insights.

4. Forecasting and analytics: Big Data technologies allow for more accurate forecasting and
analytics in the field of sales of advertising materials. The analysis of historical data, customer
information and external factors allows the media holding to predict demand, determine the
most effective sales strategies, manage inventory and make informed decisions to achieve the
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best results.

5. Improving customer retention: Through Big Data analysis, the media holding can better
understand its customers, their needs and preferences. This allows us to provide a more person-
alized and high-quality service, which helps to increase customer satisfaction and retain them
on a long-term basis.

Machine Learning Technology (MO) is a branch of artificial intelligence that allows comput-
er systems to learn and improve based on experience and data, without explicit programming.

It is based on algorithms and models that are able to analyze large amounts of data, identify
patterns, make predictions and make decisions based on this data.

The use of machine learning technology in the implementation of a CRM system in a media
holding can significantly increase the effectiveness of sales of advertising materials. It allows
you to predict demand, personalize offers, automate sales processes, analyze data and improve
customer retention. As a result, the media holding can increase its competitiveness, improve the
quality of customer service and achieve higher profit margins.

The use of machine learning technology in the implementation of a CRM system in a media
holding has significant potential and can lead to improved efficiency and effectiveness of sales
of advertising materials. The main applications of machine learning in this context are discussed
below:

1. Demand forecasting: Machine learning allows you to analyze historical sales data and
customer behavior to predict future demand for advertising materials. This allows the media
holding to adapt its sales strategies, optimize inventory and manage resources more efficiently.

2. Personalization of offers: With the help of machine learning, you can analyze data about
customers, their preferences, purchase history and behavior to create personalized offers. This
allows the media holding to offer customers promotional materials that best meet their needs
and interests, which increases the likelihood of successful sales.

3. Sales Process Automation: Machine learning can be applied to automate various stages of
the sales process, such as lead qualification, customer segmentation, and determining optimal
communication strategies. This allows you to reduce the time and effort spent on routine tasks
and focus on the more strategic aspects of sales (Kalyatin, 2020).

4. Data analysis and prediction of results: Machine learning can be used to analyze large
amounts of data about customers, sales and marketing activities. This helps to identify hidden
patterns, trends and patterns that can be useful for making decisions about sales and marketing
strategies. Machine learning can also be used to predict sales results and evaluate the effective-
ness of marketing campaigns.

5. Improving customer retention: Machine learning allows you to analyze data about cus-
tomers and their behavior, which helps identify factors that affect customer retention. This
allows the media holding to take targeted measures to retain customers, for example, to offer
personalized discounts or bonus programs (Bishop, 2006).

The use of machine learning technology in the implementation of a CRM system in a media
holding can significantly increase the effectiveness of sales of advertising materials. It allows
you to predict demand, personalize offers, automate sales processes, analyze data and improve
customer retention. As a result, the media holding can increase its competitiveness, improve the
quality of customer service and achieve higher profit margins (Clements, 2010).

This study used a mixed review method combining critical review, synthesis and deduction.

A critical review of the literature in the current study contains a discussion of the prereq-
uisites for the introduction of automation into the sales process in the studies identified in the
reviewed studies. In addition, the critical review allowed us to consider and discuss the appli-
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cability of technologies in such a process.

The generalization in the current study contains a combination of knowledge about the
technologies used in the process, in their applicability in various fields that were considered in
the study.

Deduction made it possible, by extracting hypotheses from the studies reviewed, to draw a
conclusion in the current study.

The study also used the method of modeling the architecture of processes using the Archi
digital solution. Archi is a freely distributed open source cross—platform tool for modeling at
all levels of enterprise architecture in terms of the ArchiMate language. Archi is developed
and is a registered trademark of Philip Beauvoir. The Orchid software product is based on the
Eclipse Rich Client Platform (RCP) framework using the Eclipse IDE integrated development
environment.

The basis of the Archi tool is ArchiMate. ArchiMate is an open source enterprise architec-
ture modeling language standard developed by the Open Group consortium. The ArchiMate
language is supported by the tools of various vendors and is actively used by consulting com-
panies. It is fully consistent with the TOGAF enterprise architecture model, also supported by
the Open Group consortium. ArchiMate supports the description, analysis and visualization of
enterprise architecture.

Results and Discussion

After analyzing all the technologies, they were assembled into a single concept to automate
the sales process of advertising materials in the media holding. As a result, we get the following
solution concept:

The concept of the solution describes how CRM will be integrated with the current systems
used in media holding. The client's path from the entry point to processing in the company's
systems is shown. In the diagram, you can see the entire client path as it looks in the system.
Customer data gets into the CRM, from there via the 1C data bus for billing and contract pro-
cessing, into the BI system for analytics, etc.

One of the important stages in the client's journey is the client's login to the system. This is
where the client's initial contact with the media holding takes place, and information about the
client begins to be collected and entered into the CRM system. This may include information
about the customer, their contact information, preferences, interaction history, and other im-
portant information (Maidanova, 2022).

The next step is data processing in the company's systems. The CRM system interacts with
other systems such as 1C (billing and contract processing system) and BI-system (analytics sys-
tem). The data bus provides information transfer between these systems so that customer data
is available and used in the right systems (Hastie, 2009).

Integration with 1C allows you to automate the billing and contract processing processes.
The customer data collected in the CRM system is transferred to 1C for generating and billing
customers, as well as for processing the necessary contracts. This simplifies and speeds up the
process of interacting with customers and increases the accuracy and reliability of financial
transactions.

Integration with the BI system allows you to analyze customer and sales data. The data col-
lected in the CRM system is transferred to the BI system for various analytical operations. This
may include analyzing the effectiveness of marketing campaigns, tracking sales and conversions,
researching customer behavior, and other types of analytics. The results and insights obtained
help the media holding to make informed decisions, optimize sales strategies and improve the
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overall customer experience (Kalyatin, 2022).

Thus, the integration of CRM with current media holding systems allows you to create a
complete system where customer and sales data is efficiently transmitted and processed between
different systems. This reduces manual labor, improves data accuracy, increases process effi-
ciency, and enriches analytical capabilities (Ketova, 2022). This integration ensures a harmoni-
ous and modern CRM implementation in the media holding, improving the work of the sales
department of advertising materials and the overall customer experience.

For the analysis, a was collected and the architecture of the AS IS process was described.

Fig. 1. Solution scheme

As a result of the analysis of the AS IS process, several key problems were found that im-
pede the effectiveness of the advertising sales department in the media holding (Alekseeva,
2020). These problems are related to the lack of integration between the systems, the lack of
maintenance processes in the current CRM and the separation of customer information in two
different databases. The conclusions drawn from the analysis are presented below:

1. Lack of integration between systems: In the current situation, the sales department is
forced to use the mail service to communicate with other departments, such as support. This
creates inconveniences and delays in the transmission of information, as well as increases the
likelihood of errors and data inconsistencies. This lack of connectivity between the systems
makes it difficult to respond promptly to customer requests and reduces the overall effectiveness
of the sales process.

2. Lack of maintenance processes in the current CRM: The current CRM system has func-
tionality for pre-sale events, but there are no maintenance processes. This limits the ability to
track and support customers after the transaction, which can negatively affect long-term cus-
tomer relationships and repeat sales. It was decided not to finalize the current CRM system, as
it is leaving the market, which requires the search for an alternative solution to ensure mainte-
nance processes.

3. Separation of customer information in two databases: In the media holding, there are
two customer databases that are located in different systems. This leads to duplication of data,
makes it difficult to access up-to-date information and increases the likelihood of errors in pro-
cessing client information. The sales department needs to interact with the support department
to obtain reliable information about contractors, which requires additional efforts and increases
the response time to customer requests.
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Fig. 2. AS IS scheme

55



: -

To solve these problems and improve the efficiency of the sales process in the media holding,
it was proposed to introduce a new CRM system. This will achieve the following goals:

1. Integration of existing systems: The new CRM system will be integrated with other media
holding systems, such as the tracking system and the billing system. This will provide a single
repository of customer data, reduce manual processing of information and increase data accu-
racy.

2. Support for customer support processes: The new CRM system will provide functionality
for customer support processes after the transaction is completed. This will allow you to track
customer interactions, provide support and improve the level of service, which contributes to
customer satisfaction and repeat sales.

3. Centralization of customer data: The introduction of a new CRM system will allow you
to combine customer data in a single database. This will simplify access to up-to-date customer
information, prevent data duplication, and improve the overall accuracy and reliability of in-
formation.

Thus, the introduction of a new CRM system will solve the identified problems and increase
the efficiency of the sales process of advertising materials in the media holding. It will provide
integration between systems, support for maintenance processes and centralization of customer
data, which will lead to improved customer service, optimization of the sales department and
strengthening the position of the media holding in the market.

After the implementation of the CRM system and all other related systems described earlier,
the process was optimized and brought to the following form TO BE.

After the successful implementation of the CRM system and other related systems, the sales
process of advertising materials in the media holding was optimized and brought to a new im-
proved state TO BE. The following changes have been implemented:

1. Unified system for the sales department and the support department: As a result of the im-
plementation of the CRM system, the sales department and the support department now work
in a single system. This greatly simplifies communication and information exchange between
departments, since all the necessary data and artifacts are available within one system. The sales
department receives up-to-date information about customers and the status of transactions, and
the support department can provide proper customer support after the transaction is completed
(Cao, 2020).

2. Automated media plan generation: The new system has implemented the functionality of
automatic media plan generation for all types of sales. This eliminates the possibility of manual
errors when generating documentation and improves the accuracy and reliability of creating
media plans. Now the process of forming media plans has become more efficient and faster,
which saves time and resources of the sales department.

3. Unified customer database: The introduction of a CRM system made it possible to com-
bine customer databases into a single one. Now the sales department has access to a common
database, which reflects all the clients of the media holding. This eliminates the need to com-
municate with the support department by mail to obtain information about the reliability of
contractors. The sales department can promptly receive information about customers and make
decisions based on up-to-date data, which improves the quality of customer service and increas-
es the efficiency of the department.
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Fig. 3. TO BE scheme
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As a result of these changes, the sales process of advertising materials in the media holding
has become more advanced and optimized. The sales department and the support department
work in a single system, which simplifies communication and information exchange. Automa-
tion of media plan generation and a unified customer database allow you to avoid errors, reduce
manual operations and improve the accuracy and reliability of data. As a result, the media
holding receives advantages in the form of increased efficiency of the sales process, improved
customer service and strengthening its position in the market.

Conclusion

The study examined an important topic of automation of the sales process and the intro-
duction of digital solutions in media holding. The purpose of this work was to optimize and
improve the sales process of advertising materials, as well as to create an effective system for
managing customer data and communications between sales and support departments.

By analyzing the current state of the sales process and identifying its weaknesses, key prob-
lems were identified, such as lack of integration between systems, lack of maintenance process-
es and separated customer databases. The need to solve these problems has become the main
motivation for the introduction of a CRM system and other digital solutions.

As a result of the implementation of the CRM system and other related systems, the follow-
ing goals have been achieved:

1. A single system for the sales department and the support department: The introduction of
a CRM system made it possible to combine the work of the sales department and the support
department within one system. This ensures more effective communication and information
exchange between departments, simplifies work processes and increases the overall efficiency
of the media holding. The sales department receives up-to-date information about customers
and the status of transactions, and the support department can provide appropriate support to
customers after the transaction is completed.

2. Automated media plan generation: The introduction of a CRM system has made it possi-
ble to automate the process of generating media plans for all types of sales. This eliminates the
possibility of manual errors in the formation of documentation and increases the accuracy and
reliability of creating media plans. Now the process of forming media plans has become more
efficient and faster, which allows you to save time and resources of the sales department and
improve the quality of customer service.

3. Unified customer database: The introduction of a CRM system made it possible to com-
bine customer databases into a single one. Now the sales department has access to a com-
mon database, which reflects all the clients of the media holding. This eliminates the need to
communicate with the support department by mail to obtain information about the reliability
of contractors. The sales department can promptly receive information about customers and
make decisions based on up-to-date data, which improves the quality of customer service and
increases the efficiency of the department.

Thus, the introduction of digital solutions, including a CRM system, into the sales processes
of advertising materials of the media holding has significantly optimized and improved the work
of the sales department and the support department. A unified system for both departments
ensures more effective communication and information exchange, automated media plan gen-
eration reduces the likelihood of errors, and a unified customer database improves the availa-
bility and quality of customer information. As a result of the achieved goals, the media holding
receives advantages in the form of increased efficiency of the sales process, improved customer
service and strengthening its position in the market.
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AHHoTamuga. B maHHOI1 cTaThe paccMaTpUBAIOTCS METOABI U CICHAPUU IIPUMMEHEHMSI Ma-
IIIMHHOTO OOYYeHMsI B aBTOMAaTHM3alMM OU3HEC-MPOLECCOB JOKYMEHTALIMOHHOIO OOeCIeUeHUs
ynpapiieHus. OTMCaHHbIE B CTaThe CLIEHAPUU MOTYT ObITh MOJE3HBI KOMITAHUSIM, 3aHUMAIOLIMM -
Csl aBTOMaTU3alue 3J1IeKTPOHHOTO JOKYMEHTOO00POTa WM CMEXHBIMU 001acTSIMU (HalmpuMep,
IIOYTOBEIC CepBUCHI) WU B 1iejoM ECM-cucreMamMu, W SBISIOTCS OOOOIIEHMEM OIBITA aB-
TOPOB B 00JIACTH MCITOJIB30BAaHUS METONOB MAIMHHOTO OOYYEHUS] B CHUCTEMaX 3JIEKTPOHHOTO
JIIOKyMeHTOo0o0opoTa. Takxke OyIyT pacCMOTpPeHBbI HECKOJLKO MOJEJeil MalllMHHOTO OOydYeHMs,
HCIIOJIb3yeMble B PEIICHUSIX aBTOMAaTM3alliM OW3HEC-IIPOLIECCOB B IpakTuKe. B pesynbraTax
MCCJIeIOBaHMSI Ha OCHOBE aHaJIM3a BCEX PACCMOTPEHHBIX MYHKTOB CTaTbU BbIBEIEHbI OCHOBHbIE
BO3MOKXHBIE 30HBI Pa3BUTHSI, BOZHUKAIOIINX IPU MCIIOJB30BAHUM MOJIEIEH MAIIMHHOIO 00Y-
YeHMsI B CUCTeMaXxX 3JIEKTPOHHOTO JTOKYMEHTOO0OpOTa, UYTO OyIEeT TOJIE3HO AaTa-CaleHTHCTaM,
pPa3BUBAIOIIMM TAKOTO HAIpaBJIeHUs MCKYCCTBEHHOTO MHTEJIJICKTa, KaK MAIlIMHHOE OOyJYeHHE.

KioueBbie cioBa: 6I/I3HCC—HpOL[€CCbI, JOKYMEHTALIMOHHOE obecrieyeHue yrnpaBJ€HUA, Ma-
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Introduction

Modern business, as one of the priority tasks of strategic planning, announces process au-
tomation to maintain the company’s sustainability in an increasingly competitive environment.
One of the breakthrough technologies in solving automation problems is artificial intelligence
(AI) technologies, including machine learning methods. Machine learning is a branch of com-
puter science that allows systems to learn and improve their performance based on previous
experience or history.

Machine learning is based on an algorithmic approach that allows systems to learn from data
definitions and the resulting knowledge to solve problems at the first moment in time. Any Al
algorithm is based on a mathematical model of varying degrees of complexity. A mathematical
model is a representation of a system, process or phenomenon using mathematical explanations
and results.

The purpose of this study is to study existing methods of using machine learning models
in automating business processes related to document management support. The article uses
an analytical approach based on an analysis of relevant literature and sources to consider the
prospects for using intelligent microservices in a system for increasing document flow (EDMS).
Scientific articles, books and electronic resources related to the use of Al and microservices
to obtain documentation support for management have been studied. In addition, a practical
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analysis of the results of research and implementation of intelligent microservices in the EDMS
was carried out. The advantages and disadvantages of such a situation were explored, as well
as issues of consideration, situation and depending on the quality of the data. The novelty of
scientific research lies in the qualitatively new use of machine learning technologies to automate
the processes of working with documents in the company’s ecosystem by increasing the volume
of routine operations performed by enterprise employees. The results of this study can help
contracting companies implement EDMS, as well as improve the efficiency and effectiveness
of management processes.

Materials and Methods

Tasks of an electronic document management system that can be modernized using machine
learning:

1. Data storage

The task of storing data in electronic document management systems includes classification
and selection of an acceptable storage method depending on the type of data. Machine learning
models created for automatic classification will allow you to achieve fast and efficient docu-
ment search by building connections between system objects. The model will detect classes of
documents that have high value and require timely consideration first (Gogoulou, 2019). By
combining the model with the notification service, the system will send such documents to users
so they can start working quickly. This scheme allows the system to adapt the business process
to changing conditions and makes it possible to achieve greater flexibility and stability.

2. Data processing

In an electronic document management system, objects have their own attributes to deter-
mine how data is stored, for example, data type, field type, section, etc. In cases where new
objects appear in the system, a machine learning model that has been trained to recognize new
object attributes and building a connection between these attributes and processes that use
objects with similar attributes will enable the system to increase the speed of processing large
arrays of different types and types of data (Iliashenko, 2020). The presence of such a goal in the
company's strategy as system scalability from one process of one company to an entire consor-
tium will contribute to the improvement of such models.

3. Data analysis

Analyzing data and making decisions based on this analysis is the main task of companies
with a Data-driven approach. For such companies, the issue of using machine learning in data
analysis will be relevant, since the effectiveness of using models is based on data on decisions
made in existing successful cases, which will be embedded in the model, and which will serve
as a model (teacher) for it (Devlin, 2019). The presence of such data in a company in an ac-
ceptable volume will allow the model to predict the consequences of decisions made with a
high percentage of forecast quality. To understand the accuracy of the model, data scientists
can increase the number of iterations of running these models. As with all decisions made, the
consequences will not be immediately visible. Users of the system should remember this and
not forget that ultimately, it is not the machine learning model that is responsible for the result,
but the users themselves (Mogilko, 2020).

4. Generation of system objects

Neural networks, which are deep learning models, allow companies to minimize or com-
pletely eliminate the routine tasks of creating and working with objects. In relation to electronic
document management systems, machine learning, namely deep learning, will be able to op-
timize the process of developing content and documents by generating memorized objects and
their reproduction based on these objects of a system of the same type (Sambetbayeva, 2022).
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Users only need to configure the generation of individual sections of documents according to
specified rules.

5. Data security

Similar to the point on data processing, the system includes document flow, using machine
learning, you can effectively manage documents with confidential information and personal
data of the company’s employees and its counterparties. Machine learning models built to au-
tomatically identify such information will classify documents containing confidential informa-
tion and automatically determine access rights to them. To understand how machine learning
models work with text and can be applied in various company cases, let’s consider the stages of
computer processing of texts in natural language:

1. Definition of linguistic resources — collection of text data (tagged and/or untagged) for
processing and, if necessary, various kinds of dictionaries, for example, thesauruses in a form
suitable and convenient for machine processing.

2. Cleaning text data — bringing texts to a general form without losing elements that affect
the result of processing.

3. Graphematic analysis, segmentation or tokenization — breaking each text into units that
are subject to further processing (tokens).

4. Morphological analysis:

— determination of the part of speech (part-of-speech, POS) and morphological features of
the word, such as gender, number, case, declension;

— lemmatization is the process of transforming word tokens into the initial form, which in
the case of processing Russian-language text means the representation of nouns in the nomina-
tive case and singular, adjectives, like nouns, but in the masculine gender, verbs, gerunds and
participles in the indefinite form of the verb;

— stemming is the process of bringing word tokens to a base by cutting off suffixes and end-
ings.

5. Exclusion of stop words, or “noise words” — removal of tokens representing frequently
used but meaningful words (prepositions, conjunctions, parts, interjections, introductory words,
some verbs, pronouns) (Popova, 2019).

6. Vectorization — consideration of each token in the text of a small numerical value.

The result of the steps is a representation of the source texts, suitable for further processing
in order to solve a higher-level problem, for example, a text classification problem. Further
processing of the prepared texts is carried out on the basis of two approaches: engineering and
based on machine learning.

Results and Discussion

The engineering approach is to use rules compiled by linguists in the form of dictionaries,
templates and other linguistic sources. Machine learning approaches use natural language texts
as resources to build a mathematical model that can exhibit features in earlier samples of the
data presented. Based on the identified features, the algorithm determines feature values for
new data. Let's consider additional machine learning models:

Natural language processing (NLP) is an interdisciplinary field of computer science and
linguistics. It's primarily about giving computers the ability to support and manipulate human
language. It involves processing natural language datasets such as text or speech corpora using
either rule-based or probabilistic machine learning approaches. The goal is a way to "under-
stand" computer requirements, including the contextual subtleties of the language within them.
The technology can then pinpoint the information and ideas contained in the documents, as
well as categorize and organize the documents themselves (Cherkasov, 2018; Anufrieva, 2023).
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To solve NLP problems, an engineering approach is being used less and less and increasing-
ly based on machine learning. But the first one should not be neglected, since it is effectively
“applicable to narrow subject areas with clear rules for naming significant objects and a small
variety of required language constructs” (Ponomarev, 2023).

BERT model

The transfer learning approach represented by Bidirectional Encoder Representations from
Transformers is a recent language representation model. BERT is designed to pre-train deep
bidirectional representations to extract context-sensitive features from input text. These rep-
resentations fall under the category of “embeddings,” which is an important concept in the field
of NLP (Ilyin, 2023).

The term embedding refers to fixed-length vector representations of text that are capable of
encoding syntactic and semantic information. BERT embeddings can be successfully used for
any NLP tasks such as language inference and name and object recognition.

What makes the BERT model powerful is that high accuracy is achieved without any specific
network architecture at the fine-tuning level. The model consists of a sequence of embedding
layers, transformers, and a prediction layer (Figure 1). Given the incredibly good performance
of BERT embedding in capturing input context, it is expected that the size of the text complet-
ing the BERT model, with a conversation history encoding mechanism, can lead to a high-per-
formance conversational machine model understanding (Obukhov, 2020).

Fig. 1. BERT model architecture and its components

Model ELMo

The ELMo (Embeddings from Language Models) model takes context into account before
embedding a word. This is how contextualized word-embeddings appeared (Davletov, 2023).
Contextualized embeddings give words different vectors based on their semantics in the context
of a sentence. Instead of using fixed word embeddings, ELMo looks at the entire sentence be-
fore assigning each word its embedding. It uses a bi-directional long short-term memory model
(bi-directional LSTM), trained specifically for the task of creating such embeddings (Castel-
blanco, 2020).

As we train the model on a large data set, we begin to learn language constructs. ELMo
creates contextualized embedding by grouping latent effects (other embedding) in this way
(concatenation follows weighted addition) (Figure 2).

Let's look at the main scenarios for using machine learning.

Scenarios for the use of machine learning models largely depend on the implementation
processes of management information support and EDMS components (Bolshakova, 2017).

The electronic document management system consists of the following elements:

— a scan of the document included in the system on paper;

— document registration card (DC), displaying information about the document, namely
information about the sender, counterparty, subject of the document, date of sending, etc.;
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Fig. 2. ELMo model architecture

— information about the system user who works in the document’s RC (Registrar) (Chernov,
2016).

Let's look at how machine learning models are used in the medium term and involve doc-
ument flow.

1. Automatic routing of documents based on topic tagging can be represented in the form of
the following script steps (Fig. 3):

1) maintaining a directory of thematic organization, where the responsible department of the
employee is responsible for each topic;

2) highlighting semantic tags in the document text;

3) correlation of semantic tags with thematic ones (calculation of the probability of assign-
ment, ordering by probability);

4) identifying the artist by tag.

The results of automatic routing of documents based on thematic tagging are the acceler-
ation of delivery of the document to the department/performer, eliminating the processing of
routine correspondence by the manager (Ivanovsky, 2021).

Examples of extracted entities are “Counterparty”, “Related Documents and Instructions”.

Results:

1. Related information on selected entities. For example, searching for correspondence with
a selected counterparty.

Fig. 3. Diagram of components and connections between them used in automatic routing
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2. Automatic formation of links between documents.

In 15% of documents, on average, connections are not made at the registration stage.

Scenario stages:

1) registration of an incoming document, attaching files;

2) recognition of file scans;

3) analysis of the text of files, search for data from related documents;

4) search for related documents in the EDMS;

5) establishing connections between documents.

Outcome: the ability to move to other system objects with a logical connection.

3. Automatic creation of an object in the system based on a document included in the system
(Fig 4).

Scenario stages:

1) scanning an incoming document - transferring information into the system;

2) creation of the RC document;

3) text processing in the document;

4) automatic filling of document RC attributes.

Fig. 4. Scheme of the process of automatically entering an incoming document into the system

4. PDF OCR

Optical Character Recognition is the process of processing and recognizing images or videos
containing text content, as well as extracting text and layout of the information contained in
them. OCR is most used to convert a non-editable PDF document file containing an image of
the document into an editable Word document (Iliashenko, 2022).

Modern OCR systems use intelligent character recognition (ICR) technology to read text
just like a human would (Figure 5). They use advanced machine learning techniques for human
reading skills. A machine learning system called a neural network analyzes text at many levels
by repeatedly processing the image. It looks for various image attributes (curves, lines, intersec-
tions and loops) and combines the results of different levels of analysis to produce a final result.
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Fig. 5. Architecture of the OCR module in the document management system

Conclusion

The areas of development that arise when using machine learning models in electronic doc-
ument management systems are the following:

1. Enriching the base of customers who have a need to solve business cases. Improvement of
supervised machine learning models occurs at the expense of existing data, based on which the
model can be calibrated, since there are real “prediction” values.

2. Expanding the pool of datasets for conducting experiments. Machine learning models
must run through several epochs and iterations. To do this, you initially need a large array of
data, on the basis of which new and varied data can be generated.

3. Development of the IT infrastructure of companies, namely IT capacities. During the
time spent training the model, new data appears in living systems that can make changes to the
model. For such maneuvers, companies must have the necessary capacity.

Integration of machine learning technologies into electronic document management Sys-
tems will give companies the opportunity to solve problems of effective work with documents,
from reorganization in the file structure to provide direct access to information to automated
decision-making on this document. Electronic document management systems that integrate
artificial intelligence technologies will have a positive impact on the company’s financial policy
in the future. Every organization in the future will save money by replacing routine operations
performed by staff with an ensemble of digital digital services using Al technologies. To effec-
tively integrate machine learning into an EDMS, a company must define the goals it wants to
achieve through this merger. In addition, the company must have qualified specialists to select
machine learning models for its specific task, because training a model requires resources.

The use of machine learning methods in electronic document management systems can sig-
nificantly improve the efficiency and accuracy of document processing and analysis processes,
which helps improve the productivity and competitiveness of enterprises.
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