Technoeconomics. 2023, Vol. 2, No. 4 (7). Pp. 61-71.
4 TexHoskoHOMUKa. 2023, Tom 2, N2 4 (7). C. 61-71.

Scientific article
UDC 330.47
DOI: https://doi.org/10.57809/2023.2.4.7.6

APPLYING MACHINE LEARNING METHODS
IN ELECTRONIC DOCUMENT MANAGEMENT SYSTEMS

Laylo Abdukhalilova', Oksana lliashenko? , Dayana Alchinovaz &

! Tashkent State Transport University, Tashkent, Uzbekistan;
2 Peter the Great St. Petersburg Polytechnic University, St. Petersburg, Russia

& alchinovadayana@gmail.com

Abstract. This article discusses methods and schemes for using machine learning in
automating document management business processes. The scenarios described in the article
can be useful for companies involved in document workflow automation or related areas (for
example, email services) or ECM systems in general, and represent a generalization of the
experience of specialists in the use of machine learning methods in document management.
Several machine learning models used in business process automation solutions in practice are
also considered. The results of the study, based on the analysis of all the points considered in
the article, identified the main possible areas of development that arise when using machine
learning models in electronic document management systems, which will be useful for data
scientists developing such areas of Al, as machine learning.
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AHHoTamuga. B maHHOI1 cTaThe paccMaTpUBAIOTCS METOABI U CICHAPUU IIPUMMEHEHMSI Ma-
IIIMHHOTO OOYYeHMsI B aBTOMAaTHM3alMM OU3HEC-MPOLECCOB JOKYMEHTALIMOHHOIO OOeCIeUeHUs
ynpapiieHus. OTMCaHHbIE B CTaThe CLIEHAPUU MOTYT ObITh MOJE3HBI KOMITAHUSIM, 3aHUMAIOLIMM -
Csl aBTOMaTU3alue 3J1IeKTPOHHOTO JOKYMEHTOO00POTa WM CMEXHBIMU 001acTSIMU (HalmpuMep,
IIOYTOBEIC CepBUCHI) WU B 1iejoM ECM-cucreMamMu, W SBISIOTCS OOOOIIEHMEM OIBITA aB-
TOPOB B 00JIACTH MCITOJIB30BAaHUS METONOB MAIMHHOTO OOYYEHUS] B CHUCTEMaX 3JIEKTPOHHOTO
JIIOKyMeHTOo0o0opoTa. Takxke OyIyT pacCMOTpPeHBbI HECKOJLKO MOJEJeil MalllMHHOTO OOydYeHMs,
HCIIOJIb3yeMble B PEIICHUSIX aBTOMAaTM3alliM OW3HEC-IIPOLIECCOB B IpakTuKe. B pesynbraTax
MCCJIeIOBaHMSI Ha OCHOBE aHaJIM3a BCEX PACCMOTPEHHBIX MYHKTOB CTaTbU BbIBEIEHbI OCHOBHbIE
BO3MOKXHBIE 30HBI Pa3BUTHSI, BOZHUKAIOIINX IPU MCIIOJB30BAHUM MOJIEIEH MAIIMHHOIO 00Y-
YeHMsI B CUCTeMaXxX 3JIEKTPOHHOTO JTOKYMEHTOO0OpOTa, UYTO OyIEeT TOJIE3HO AaTa-CaleHTHCTaM,
pPa3BUBAIOIIMM TAKOTO HAIpaBJIeHUs MCKYCCTBEHHOTO MHTEJIJICKTa, KaK MAIlIMHHOE OOyJYeHHE.
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Introduction

Modern business, as one of the priority tasks of strategic planning, announces process au-
tomation to maintain the company’s sustainability in an increasingly competitive environment.
One of the breakthrough technologies in solving automation problems is artificial intelligence
(AI) technologies, including machine learning methods. Machine learning is a branch of com-
puter science that allows systems to learn and improve their performance based on previous
experience or history.

Machine learning is based on an algorithmic approach that allows systems to learn from data
definitions and the resulting knowledge to solve problems at the first moment in time. Any Al
algorithm is based on a mathematical model of varying degrees of complexity. A mathematical
model is a representation of a system, process or phenomenon using mathematical explanations
and results.

The purpose of this study is to study existing methods of using machine learning models
in automating business processes related to document management support. The article uses
an analytical approach based on an analysis of relevant literature and sources to consider the
prospects for using intelligent microservices in a system for increasing document flow (EDMS).
Scientific articles, books and electronic resources related to the use of Al and microservices
to obtain documentation support for management have been studied. In addition, a practical
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analysis of the results of research and implementation of intelligent microservices in the EDMS
was carried out. The advantages and disadvantages of such a situation were explored, as well
as issues of consideration, situation and depending on the quality of the data. The novelty of
scientific research lies in the qualitatively new use of machine learning technologies to automate
the processes of working with documents in the company’s ecosystem by increasing the volume
of routine operations performed by enterprise employees. The results of this study can help
contracting companies implement EDMS, as well as improve the efficiency and effectiveness
of management processes.

Materials and Methods

Tasks of an electronic document management system that can be modernized using machine
learning:

1. Data storage

The task of storing data in electronic document management systems includes classification
and selection of an acceptable storage method depending on the type of data. Machine learning
models created for automatic classification will allow you to achieve fast and efficient docu-
ment search by building connections between system objects. The model will detect classes of
documents that have high value and require timely consideration first (Gogoulou, 2019). By
combining the model with the notification service, the system will send such documents to users
so they can start working quickly. This scheme allows the system to adapt the business process
to changing conditions and makes it possible to achieve greater flexibility and stability.

2. Data processing

In an electronic document management system, objects have their own attributes to deter-
mine how data is stored, for example, data type, field type, section, etc. In cases where new
objects appear in the system, a machine learning model that has been trained to recognize new
object attributes and building a connection between these attributes and processes that use
objects with similar attributes will enable the system to increase the speed of processing large
arrays of different types and types of data (Iliashenko, 2020). The presence of such a goal in the
company's strategy as system scalability from one process of one company to an entire consor-
tium will contribute to the improvement of such models.

3. Data analysis

Analyzing data and making decisions based on this analysis is the main task of companies
with a Data-driven approach. For such companies, the issue of using machine learning in data
analysis will be relevant, since the effectiveness of using models is based on data on decisions
made in existing successful cases, which will be embedded in the model, and which will serve
as a model (teacher) for it (Devlin, 2019). The presence of such data in a company in an ac-
ceptable volume will allow the model to predict the consequences of decisions made with a
high percentage of forecast quality. To understand the accuracy of the model, data scientists
can increase the number of iterations of running these models. As with all decisions made, the
consequences will not be immediately visible. Users of the system should remember this and
not forget that ultimately, it is not the machine learning model that is responsible for the result,
but the users themselves (Mogilko, 2020).

4. Generation of system objects

Neural networks, which are deep learning models, allow companies to minimize or com-
pletely eliminate the routine tasks of creating and working with objects. In relation to electronic
document management systems, machine learning, namely deep learning, will be able to op-
timize the process of developing content and documents by generating memorized objects and
their reproduction based on these objects of a system of the same type (Sambetbayeva, 2022).
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Users only need to configure the generation of individual sections of documents according to
specified rules.

5. Data security

Similar to the point on data processing, the system includes document flow, using machine
learning, you can effectively manage documents with confidential information and personal
data of the company’s employees and its counterparties. Machine learning models built to au-
tomatically identify such information will classify documents containing confidential informa-
tion and automatically determine access rights to them. To understand how machine learning
models work with text and can be applied in various company cases, let’s consider the stages of
computer processing of texts in natural language:

1. Definition of linguistic resources — collection of text data (tagged and/or untagged) for
processing and, if necessary, various kinds of dictionaries, for example, thesauruses in a form
suitable and convenient for machine processing.

2. Cleaning text data — bringing texts to a general form without losing elements that affect
the result of processing.

3. Graphematic analysis, segmentation or tokenization — breaking each text into units that
are subject to further processing (tokens).

4. Morphological analysis:

— determination of the part of speech (part-of-speech, POS) and morphological features of
the word, such as gender, number, case, declension;

— lemmatization is the process of transforming word tokens into the initial form, which in
the case of processing Russian-language text means the representation of nouns in the nomina-
tive case and singular, adjectives, like nouns, but in the masculine gender, verbs, gerunds and
participles in the indefinite form of the verb;

— stemming is the process of bringing word tokens to a base by cutting off suffixes and end-
ings.

5. Exclusion of stop words, or “noise words” — removal of tokens representing frequently
used but meaningful words (prepositions, conjunctions, parts, interjections, introductory words,
some verbs, pronouns) (Popova, 2019).

6. Vectorization — consideration of each token in the text of a small numerical value.

The result of the steps is a representation of the source texts, suitable for further processing
in order to solve a higher-level problem, for example, a text classification problem. Further
processing of the prepared texts is carried out on the basis of two approaches: engineering and
based on machine learning.

Results and Discussion

The engineering approach is to use rules compiled by linguists in the form of dictionaries,
templates and other linguistic sources. Machine learning approaches use natural language texts
as resources to build a mathematical model that can exhibit features in earlier samples of the
data presented. Based on the identified features, the algorithm determines feature values for
new data. Let's consider additional machine learning models:

Natural language processing (NLP) is an interdisciplinary field of computer science and
linguistics. It's primarily about giving computers the ability to support and manipulate human
language. It involves processing natural language datasets such as text or speech corpora using
either rule-based or probabilistic machine learning approaches. The goal is a way to "under-
stand" computer requirements, including the contextual subtleties of the language within them.
The technology can then pinpoint the information and ideas contained in the documents, as
well as categorize and organize the documents themselves (Cherkasov, 2018; Anufrieva, 2023).
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To solve NLP problems, an engineering approach is being used less and less and increasing-
ly based on machine learning. But the first one should not be neglected, since it is effectively
“applicable to narrow subject areas with clear rules for naming significant objects and a small
variety of required language constructs” (Ponomarev, 2023).

BERT model

The transfer learning approach represented by Bidirectional Encoder Representations from
Transformers is a recent language representation model. BERT is designed to pre-train deep
bidirectional representations to extract context-sensitive features from input text. These rep-
resentations fall under the category of “embeddings,” which is an important concept in the field
of NLP (Ilyin, 2023).

The term embedding refers to fixed-length vector representations of text that are capable of
encoding syntactic and semantic information. BERT embeddings can be successfully used for
any NLP tasks such as language inference and name and object recognition.

What makes the BERT model powerful is that high accuracy is achieved without any specific
network architecture at the fine-tuning level. The model consists of a sequence of embedding
layers, transformers, and a prediction layer (Figure 1). Given the incredibly good performance
of BERT embedding in capturing input context, it is expected that the size of the text complet-
ing the BERT model, with a conversation history encoding mechanism, can lead to a high-per-
formance conversational machine model understanding (Obukhov, 2020).

Fig. 1. BERT model architecture and its components

Model ELMo

The ELMo (Embeddings from Language Models) model takes context into account before
embedding a word. This is how contextualized word-embeddings appeared (Davletov, 2023).
Contextualized embeddings give words different vectors based on their semantics in the context
of a sentence. Instead of using fixed word embeddings, ELMo looks at the entire sentence be-
fore assigning each word its embedding. It uses a bi-directional long short-term memory model
(bi-directional LSTM), trained specifically for the task of creating such embeddings (Castel-
blanco, 2020).

As we train the model on a large data set, we begin to learn language constructs. ELMo
creates contextualized embedding by grouping latent effects (other embedding) in this way
(concatenation follows weighted addition) (Figure 2).

Let's look at the main scenarios for using machine learning.

Scenarios for the use of machine learning models largely depend on the implementation
processes of management information support and EDMS components (Bolshakova, 2017).

The electronic document management system consists of the following elements:

— a scan of the document included in the system on paper;

— document registration card (DC), displaying information about the document, namely
information about the sender, counterparty, subject of the document, date of sending, etc.;
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Fig. 2. ELMo model architecture

— information about the system user who works in the document’s RC (Registrar) (Chernov,
2016).

Let's look at how machine learning models are used in the medium term and involve doc-
ument flow.

1. Automatic routing of documents based on topic tagging can be represented in the form of
the following script steps (Fig. 3):

1) maintaining a directory of thematic organization, where the responsible department of the
employee is responsible for each topic;

2) highlighting semantic tags in the document text;

3) correlation of semantic tags with thematic ones (calculation of the probability of assign-
ment, ordering by probability);

4) identifying the artist by tag.

The results of automatic routing of documents based on thematic tagging are the acceler-
ation of delivery of the document to the department/performer, eliminating the processing of
routine correspondence by the manager (Ivanovsky, 2021).

Examples of extracted entities are “Counterparty”, “Related Documents and Instructions”.

Results:

1. Related information on selected entities. For example, searching for correspondence with
a selected counterparty.

Fig. 3. Diagram of components and connections between them used in automatic routing
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2. Automatic formation of links between documents.

In 15% of documents, on average, connections are not made at the registration stage.

Scenario stages:

1) registration of an incoming document, attaching files;

2) recognition of file scans;

3) analysis of the text of files, search for data from related documents;

4) search for related documents in the EDMS;

5) establishing connections between documents.

Outcome: the ability to move to other system objects with a logical connection.

3. Automatic creation of an object in the system based on a document included in the system
(Fig 4).

Scenario stages:

1) scanning an incoming document - transferring information into the system;

2) creation of the RC document;

3) text processing in the document;

4) automatic filling of document RC attributes.

Fig. 4. Scheme of the process of automatically entering an incoming document into the system

4. PDF OCR

Optical Character Recognition is the process of processing and recognizing images or videos
containing text content, as well as extracting text and layout of the information contained in
them. OCR is most used to convert a non-editable PDF document file containing an image of
the document into an editable Word document (Iliashenko, 2022).

Modern OCR systems use intelligent character recognition (ICR) technology to read text
just like a human would (Figure 5). They use advanced machine learning techniques for human
reading skills. A machine learning system called a neural network analyzes text at many levels
by repeatedly processing the image. It looks for various image attributes (curves, lines, intersec-
tions and loops) and combines the results of different levels of analysis to produce a final result.
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Fig. 5. Architecture of the OCR module in the document management system

Conclusion

The areas of development that arise when using machine learning models in electronic doc-
ument management systems are the following:

1. Enriching the base of customers who have a need to solve business cases. Improvement of
supervised machine learning models occurs at the expense of existing data, based on which the
model can be calibrated, since there are real “prediction” values.

2. Expanding the pool of datasets for conducting experiments. Machine learning models
must run through several epochs and iterations. To do this, you initially need a large array of
data, on the basis of which new and varied data can be generated.

3. Development of the IT infrastructure of companies, namely IT capacities. During the
time spent training the model, new data appears in living systems that can make changes to the
model. For such maneuvers, companies must have the necessary capacity.

Integration of machine learning technologies into electronic document management Sys-
tems will give companies the opportunity to solve problems of effective work with documents,
from reorganization in the file structure to provide direct access to information to automated
decision-making on this document. Electronic document management systems that integrate
artificial intelligence technologies will have a positive impact on the company’s financial policy
in the future. Every organization in the future will save money by replacing routine operations
performed by staff with an ensemble of digital digital services using Al technologies. To effec-
tively integrate machine learning into an EDMS, a company must define the goals it wants to
achieve through this merger. In addition, the company must have qualified specialists to select
machine learning models for its specific task, because training a model requires resources.

The use of machine learning methods in electronic document management systems can sig-
nificantly improve the efficiency and accuracy of document processing and analysis processes,
which helps improve the productivity and competitiveness of enterprises.
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