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Abstract. The rapid advancement of digital technology has significantly shifted consumer
behavior, leading to massive growth in Indonesia's e-commerce landscape. This study aims to
develop and test a model that explains the formation of consumer Attitude and Online Shopping
Intention by examining the influence of key antecedents: Convenience and Startup Credibility,
while integrating the unique role of Internet Accessibility. The research is crucial in the context
of developing nations like Indonesia, where varying internet infrastructure necessitates a deeper
understanding of its impact. Using quantitative research methods, the data collected from
internet users in major Indonesian economic regions (Jabodetabek, Joglosemar, and Gerbang
Kertosusila) was analyzed using Partial Least Square (PLS). The findings confirmed that
Convenience and Startup Credibility have a positive and significant influence on both Attitude
and Online Shopping Intention. Furthermore, a positive Attitude is a significant predictor
of Online Shopping Intention. Critically, the study found that Internet Accessibility acts as
a significant moderator, strengthening the relationship between Convenience and Online
Shopping Intention, Startup Credibility and Attitude, and Attitude and Online Shopping
Intention. However, the moderating effect was not supported for the Convenience — Attitude
and Credibility — Intention paths, suggesting that in certain high-penetration urban areas,
accessibility may function more as a direct antecedent or is already perceived as adequate.
This research provides a modified model, highlighting the critical importance of internet
infrastructure (accessibility) as an uncontrollable but essential variable that fundamentally
determines the success of e-commerce adoption in Indonesia.

Keywords: online shopping, intention, convenience, startup credibility, attitude, internet
accessibility, ecommerce
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Annoramusi. beicTpoe pasBuTHe IM(MPOBBIX TEXHOJOTUNM 3HAUYNTEIFHO M3MEHUJIO TIOBEACHHE
MOTpeOuTEIel, YTO MPUBEJIO K MACIITAGHOMY POCTY 3JIEKTPOHHOM KoMMepuuu B MHIOHE3UMU.
Llenbp naHHOrO UCCclieTOBaHUS — pa3padoTaTh M MPOTECTUPOBATh MOEIb, OOBSICHIIONYIO (Pop-
MUPOBAaHUE OTHOIIECHUS ITOTPEOUTENIe K MHTEPHETY M HaMEPEHHUs COBEpIIATh OHJIAH-IIOKYII-
KU, U3YyYUB BIMSTHUE KITIOUEBBIX (DAKTOPOB: yIOOCTBAa M MOBEPUS K CTapTally, a TakXKe MHTETpH-
pPOBaB YHUKAJIBHYIO POJIb JOCTYITHOCTH WHTepHeTa. MccilenoBaHre MMeeT pellaroliee 3HaueHne
B KOHTEKCTE pa3BUBAIOIINXCS CTPaH, TaKUX Kak MHIOHE3Ms, Te pa3ndyHas WHTepHeT-UHDpa-
CTPYKTypa TpeOyeT GoJiee MIyOOKOro moHMMaHUs ee BIMSHUSA. C IOMOIIbIO KOJIMYECTBEHHBIX
METOIOB MCCJIeOBaHUs ObUIM MpPOAaHAJM3UPOBAHbI JaHHbIC, COOpaHHBIE Y MHTEPHET-II0JIb30-
BaTeJieil B OCHOBHBIX 3KOHOMMYeCKMX pernoHax MHpoHe3un ([Ixabometabek, [xxornocemap u
I'epb6anr Keprocycuna), ¢ MCIOIb30BAHUEM METOMA YACTUYHBIX HAUMEHbIINUX KBaapaToB (PLS).
Pesynbrartel moaTBepauav, 4yTo yaoOCTBO W IOBEpHE K CTapTally OKa3bIBalOT ITOJIOKUTEIHHOE
¥ 3HAYMMOE BJIMSIHWME KaK Ha OTHOIIEHWE K WHTEPHETy, TaK M Ha HaMEpeHMWEe COBEpIlaTh OH-
JIaH-NoKynkKu. KpoMe TOro, MojioXUTeJIbHOE OTHOLIECHME SIBJSETCS 3HAYMMBIM IIPEIUKTOPOM
HaMepeHUsI COBepIliaTh OHJIANH-TTOKYIIKA. BaxkHO OTMETUTh, YTO MCCIeHOBaHKME I10KA3aJl0, YTO
JOCTYITHOCTh MHTEPHETa BBICTYIIA€T B KaueCTBE 3HAYMMOTO IOCPEIHUKA, YCUIMBAsE B3aMMOC-
BSI3b MEXY YIOOCTBOM M HaMepPEHMEM COBEpILATh OHJIAMH-TTOKYIIKM, peIyTalueil ctapramna u
€r0 OTHOIIIEHWEM, a TakKe OTHOIIIEHMEM M HaMepPEeHWEM COBepIaTh OHJIANH-TIOKYNKU. OqHaKo
nocpenHUYecKuit apdexT He moaTBepAwICS s MmyTei «YmodoctBo —» OtHomeHue» u «Pe-
nyrauuss — HamepeHwue», 4TO mpearionaraeT, YT0 B HEKOTOPBIX TOPOACKUX pailOHAX C BBICO-
KOl CTeNECHbIO MPOHMKHOBEHUSI MHTEPHETA JOCTYIIHOCTb MOXET BBICTYIIATh CKOPEe B KauecTBE
MPSIMOTO TIPENIIECTBEHHMKA MM YK€ BOCIIPUMHMMATHCS KaK HocTaTodHasl. JlaHHOe MCCleno-
BaHUe TIpemjiaraeT Moau(UIIMPOBAHHYIO MOJIENb, MOMYEPKUBAIOIIYI0 KPUTUUYECKYIO BaKHOCTh
WHTEePHET-MH(OPACTPYKTYPHI (IOCTYITHOCTH) KaK HEKOHTPOJIMPYEMOI, HO BaXKHOM TIEpeMEHHOMM,
KOTOpasi KOPEHHBIM 00pa3oM OIpenesIsieT yCreX BHEeAPEeHUs 3JeKTPOHHOUW KoMMmepiuu B UH-
JIOHE3UU.

KioueBbie ci10Ba: OHJIAMH-IIONMHT, HAMEpPEHUE, YIOOCTBO, aBTOPUTET CTapTaria, OTHOIIE-
HUE, TOCTYITHOCTh MHTEPHETA, 3JICKTPOHHAS KOMMEPIIUSI
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Introduction

Background and Research Phenomenon

The rapid advancement of Information Technology (IT) has catalyzed a profound digital
transformation across global civilization, fundamentally altering consumer behavior and spur-
ring the growth of online shopping (eCommerce). In Indonesia, this phenomenon is particu-
larly pronounced, supported by high rates of internet and smartphone penetration (APJII,
2019; Kemp, 2019). Online shopping is defined as the transaction process between two parties
involving the exchange of goods or information, mediated primarily by the internet (Indrajit,
2001; Lee, 2001).

This rapid growth, often driven by disruptive innovation, creates vast opportunities for Mi-
cro, Small, and Medium Enterprises (MSMEs), which constitute 99% of businesses in Indone-
sia and are major contributors to the digital economy (Singapore Post, 2014; As'ad & Ahmad,
2012). Conversely, this digital shift presents a significant challenge to traditional retail, forcing
conventional stores to re-evaluate or close (Detik Finance, 2017). Theoretical literature consist-
ently identifies several core psychological and platform-based antecedents that shape consumer
purchasing decisions and drive Online Shopping Intention (OSI). These core determinants
include: Convenience: Defined as flexibility, ease of product selection, and transaction secu-
rity (Meuter et al., 2000; Berry et al., 2002). Startup Credibility: The consumer's trust in the
e-commerce website, which is vital for reducing concerns such as the misuse of personal data
(Turban, 2001; Koufaris & Hampton-Sosa, 2004). These factors underpin the formation of a
positive Attitude toward online shopping, which ultimately precedes the consumer's intention
to purchase (Yang et al., 2007).

Problem Statement and Theoretical Gap

Despite the robust growth of eCommerce and the established reliance on these core deter-
minants (Convenience, Credibility, and Attitude), the success of online retail in developing,
archipelagic economies like Indonesia remains fundamentally subject to significant infrastruc-
tural constraints. While studies in developed nations often treat robust internet Accessibility as
a non-issue (Evers, 2002; Jongen, 2017), research confirms that emerging markets face for-
midable challenges due to unreliable internet connections, poor availability, and low network
penetration rates (Molla & Licker, 2005).

This dependency suggests that the perceived efficiency benefits of Convenience and the
assurance provided by Credibility are fundamentally contingent upon the underlying network
quality. The relationship between these psychological and platform-based factors and consumer
intention is therefore unlikely to be uniform across all markets.

The critical theoretical gap lies in the failure of existing behavioral models to explicitly
conceptualize and test the role of Internet Accessibility as a moderating mechanism within the
process of attitude and intention formation. This omission constitutes an empirical void, par-
ticularly in regions where accessibility is an uncontrollable, determining factor for the consumer
experience.

Research Objectives and Novelty

This study addresses the theoretical and empirical void by developing and testing a compre-
hensive model focused on the Indonesian market. The primary objective is to investigate the
direct influence of Convenience and Startup Credibility on Attitude and Online Shopping In-
tention, and, critically, to examine how Internet Accessibility moderates all links between these
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antecedents and the formation process of both attitude and intention.

The study seeks to answer the following core research questions:

1. Does Convenience influence Attitude and Online Shopping Intention?

2. Does Startup Credibility influence Attitude and Online Shopping Intention?

3. Does Attitude influence Online Shopping Intention?

4. How does Internet Accessibility moderate the influence of Convenience, Startup Credi-
bility, and Attitude on Online Shopping Intention?

The novelty of this research is the introduction and empirical validation of Internet Acces-
sibility as a vital, context-specific moderator, providing a more accurate theoretical framework
for e-commerce adoption in emerging markets.

Research Contribution

The findings of this research offer significant contributions to both theory and practice.
Theoretically, this study contributes to resolving the model heterogeneity often observed in on-
line shopping behavior research by incorporating a crucial, yet neglected, moderating variable.
Practically, this research provides strategic guidance to MSME policymakers and digital plat-
forms regarding the critical role of network infrastructure and suggests quality-driven strategies
necessary to enhance the appeal and performance of online business in a challenging digital
landscape.

Literature Review

Theoretical Foundation

The theoretical framework for modeling consumer intention to engage in online shop-
ping is fundamentally anchored in the Unified Theory of Acceptance and Use of Technology
(UTAUT) (Venkatesh et al., 2003). This grand theory represents a synthesis and modification
of several foundational behavioral models, including the Technology Acceptance Model (TAM)
(Davis, 1989), the Theory of Reasoned Action (TRA) (Ajzen & Fishbein, 1980), and the Theo-
ry of Planned Behavior (TPB) (Ajzen, 1991). TAM contributes key constructs such as Perceived
Usefulness (POU) and Perceived Ease of Use (PEOU) as direct antecedents of usage intention
(Venkatesh & Davis, 1996). The TRA asserts that belief is the primary factor determining an
individual's intention to perform a specific action (Chen & Hsu, 2009). Furthermore, the TPB
extends the TRA by incorporating Perceived Behavioral Control (PBC) as an additional pre-
dictor of intention, specifically addressing criticism that the TRA neglects control factors in re-
al-life settings (Ajzen, 1991). Consequently, UTAUT provides a robust, comprehensive founda-
tion for analyzing online transaction intention from the perspective of technology acceptance.

Research Variables

Online Shopping Convenience (e-Convenience)

Online Shopping Convenience, often termed e-Convenience, is a primary catalyst for the
widespread adoption of online purchasing, fundamentally addressing the inherent "gap in time
and location" between consumer and retailer (Degeratu et al., 2000; Colwell et al., 2008; Tan
et al., 2007). The rapid expansion of eCommerce is largely predicated on the customer's per-
ception of convenience, a context-based concept where advancements in information technol-
ogy play a crucial role in altering customer perceptions of speed, price, and access to product
information (Kotler & Armstrong, 2013). In the digital sphere, traditional service convenience
(SERVCON) transforms, and e-Convenience is precisely defined as "the extent to which the
customer perceives that the Web site is simple, intuitive, and user-friendly" (Srinivasan et al.,
2002). Its strategic importance means e-Convenience is a dominant factor influencing the
tendency to access retailer websites (Jayawardhena et al., 2007) and has been systematically
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investigated for its multi-dimensional nature.

Building on foundational work, researchers have developed comprehensive scales to measure
this multi-dimensional construct. Jiang et al. (2013), referencing Berry et al. (2002) and Seiders
et al. (2007), provided a validated, five-dimensional scale for online shopping convenience.
These dimensions include Access Convenience, which covers flexibility in time, space, web
capability, and product availability; Search Convenience, concerning download speed, web de-
sign, search capacity, and product classification; Evaluation Convenience, which relates to the
clarity of product information, standardization, and price presentation; Transaction Conveni-
ence, which encompasses the ease of checkout, payment methods, and price consistency; and
Post-Purchase Convenience, addressing product returns, customer protection, and data securi-
ty. The strategic importance of e-Convenience is further underscored by studies that emphasize
features like rich information content (Cyr, 2008), seamless web/app design (Wolfinbarger &
Gilly, 2003; Koo et al., 2008), and essential service elements such as interactivity and security
(Parasuraman et al., 2005; Yang et al., 2007). Empirical evidence consistently demonstrates
that perceived service convenience significantly and positively impacts consumer attitudes and
subsequent online shopping intention (Shergill & Chen, 2005; Colwell et al., 2008), with con-
venience types examined often including access, search, transaction, and cost-saving elements
(To et al., 2007; Lakshmi, 2016).

Despite the strong pull of perceived convenience, consumer concerns related to risk and
security can significantly deter purchase intention (Brown et al., 2023). A particularly critical
issue is security risk, as consumers harbor anxieties about the misuse of personal and financial
information during transactions (Federal Trade Commission, 2010; Comegys et al., 2009). This
negative perception can be amplified by external factors, such as inadequate regulation or low
consumer literacy, particularly in emerging markets (Almousa, 2011). Furthermore, psycholog-
ical risk, such as the disappointment resulting from poor product quality, can lead to negative
consumer attitudes (Huang et al., 2014). Therefore, enhancing platform security and privacy is
critical for reinforcing a consumer's perception of convenience, as e-Convenience is only fully
realized when the platform provides sufficient security and ease of use (Shukla, 2014). Ulti-
mately, e-Convenience is a dominant antecedent to positive consumer attitude and subsequent
Online Shopping Intention, driven by the consumer's desire to save time, cost, and effort (Lak-
smi, 2018; To et al., 2007). This study adopts a multi-item instrument for convenience based
on the core qualities of the online shopping experience, measured by items such as: (1) easy,
(2) flexible, (3) reliable, (4) practical, (5) immediate, and (6) accurate.

Startup Credibility and Trust

The concepts of Credibility and Trust are fundamentally interdisciplinary and function as
key determinants in the digital commerce landscape (Liu, 2004; Rieh, 2002). Credibility is
operationalized as a characteristic that consumers attribute to the seller, the product, and the
entire marketplace within an eCommerce setting (Marsh & Dibben, 2003). Defined as the "be-
lief in the source of information" (Fritch & Cromwell, 2002; Metzger, 2007; Sundar, 2008), for
emerging startups, credibility represents a value derived from the diligent efforts of its founders
and is practically reflected in the customer's perceived ease of searching for desired products
(Sheth & Sisodia, 2012).

Trust occupies a pivotal mediating role in online transactions, serving to transform a con-
sumer's positive attitude into a tangible online shopping intention (Gefen & Straub, 2004;
Yousafzai et al., 2010). This construct is established during interactions between unfamiliar
parties (Pavlou, 2003) and represents the customer's willingness to accept the inherent trans-
actional risk based on favorable expectations regarding future exchange behavior. Subjectively,
trust is often conceptualized either as an "opinion or mental image" (Blackwell et al., 2001)
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or as the accumulated knowledge and inferences a consumer makes about an object (Mowen
& Minor, 2002; Kotler & Keller, 2012). It is foundational for developing consumer intention
(Chaudhuri & Holbrook, 2001) and must often be built even before the parties directly interact
(Bachmann & Zaheer, 2006).

The formation of consumer trust is structured around two critical components: Trusting
Belief and Trusting Intention (McKnight et al., 2001). Trusting Belief, which is the conviction
that the trusted party possesses characteristics beneficial to the consumer, is built upon three
core elements (McKnight et al., 2001): Goodwill, reflecting the seller's proactive willingness to
serve consumer interests; Integrity, concerning the conviction of the seller's honesty and con-
sistent adherence to stated agreements; and Competence, relating to the belief in the seller's
ability to effectively fulfill consumer needs.

The digital environment poses unique challenges because consumers rarely engage in the full
processing of all available information. Consequently, credibility judgments are often formed
rapidly, based on easily accessible visual and experiential cues, such as website aesthetics, visual
design elements, and the perceived ease of navigation (Fogg et al., 2003; Sundar, 2008; Metzger
et al., 2003; Rieh & Danielson, 2007). This emphasis highlights the critical role of website
functional design (Hilligoss & Rieh, 2008). This design-based credibility has a direct correlation
with consumer loyalty, as elements like an appealing display and quick response times enhance
customer retention (Wang & Shaojing, 2010).

Submitting sensitive personal and financial data online necessitates that consumer trust be
structured around specific Digital Reputation and Trust Dimensions. Key dimensions that crit-
ically influence online purchase intention include Security, which is the consumer's belief in
the internet's capacity to securely transmit sensitive information (Chen & Barnes, 2007; Lee
& Turban, 2001); Privacy, which is the consumer's confidence regarding the proper handling
of their personal data (Chen & Barnes, 2007; Lee & Turban, 2001), where high security and
privacy levels are known to positively affect trust; and Reliability, which refers to the firm's de-
pendability, often enhanced by a positive corporate reputation and accumulated past experience
(Balasubramanian et al., 2003; Figueiredo, 2000). Furthermore, a positive overall shopping
experience acts as a significant determinant of future purchase intention (Bughin, 2011), driven
by both emotional and rational factors (Lwin et al., 2007). In the context of online marketing,
source credibility is often transferred to recommendation sources, such as product and service
reviews from trusted sources (Cheung et al., 2009; Senecal & Nantel, 2004; Fan et al., 2013).
Due to the current lack of standardized metrics specifically integrating the startup credibili-
ty and trust contexts, a focused study has adopted a set of integrated credibility dimensions
encompassing: (1) Trust; (2) Assured; (3) Convincing; (4) Consistency; (5) Transparent; (6)
Integrity; and (7) Competent.

Internet Accessibility in Emerging Digital Markets

Internet Accessibility is scientifically defined as the degree of ease with which users can
successfully utilize internet services (Evans, 2008; Belson, 2015). In emerging markets, such
as Indonesia, a notable disparity exists between the high volume of mobile user traffic and the
corresponding efficacy of eCommerce marketing and website functionality (iPrice, 2017). This
ease of access and the consumer's inherent technological familiarity are crucial factors that di-
rectly influence transaction intention (Doolin et al., 2002). Specifically, the speed of access is
particularly important for consumers engaging in the planning phase of online purchases (Jeong
& Lambert, 2001; Perdue, 2001). Empirical evidence indicates that enhanced accessibility can
generate a positive effect on both consumer attitude and subsequent purchase intention (Keller
& Lehmann, 2006) because the final purchase decision is constructed from interactions with the
comprehensive and trustworthy features of an eCommerce platform (Kotler, 2000; Zendehdel
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et al., 2015).

Technological and Infrastructural Challenges

From a technological standpoint, successful eCommerce hinges on accessibility, which en-
compasses user-friendly technology (Mason & Rennie, 2009) and high-quality website features,
including security, privacy, and design (Biilanger et al., 2002). Despite a significant increase
in mobile visits to eCommerce platforms in Southeast Asia (iPrice, 2017), the Indonesian con-
text reveals a considerable gap: high mobile traffic—with peak visits occurring on Saturdays
and Sundays—does not correlate with peak transaction times (iPrice, 2017). This suggests an
infrastructural and access challenge. The core assertion within this domain is that stable inter-
net accessibility functions as a necessary infrastructural condition that actively moderates the
effectiveness of platform-based and psychological constructs, such as Convenience, Credibil-
ity, and Attitude, on ultimate consumer intention. Furthermore, prior literature consistently
suggests that many popular websites suffer from accessibility issues, often concerning content
compliance (Sullivan & Matson, 2000). Website content—which integrates audio, visuals, and
video—is critical as it influences the perceived product image, creates a virtual experience
(Kaplanidou & Vogt, 2006), and, when functional and interactive, encourages user engagement
(Doolin et al., 2002).

Psychological and Contextual Determinants

From a psychological perspective, the ability to access a product is an initial consumer
action (Kahneman, 2003) that directly influences consumer attitudes, particularly during the
critical pre-choice evaluation process (Kotler, 2000). Accessibility enables consumers to swiftly
and efficiently identify desired goods and services (Keller & Lehmann, 2006), and it has been
empirically validated to have a significant positive relationship with final purchase intention
(Zendehdel et al., 2015). Relevant psychological determinants of this process include stimulus
salience, selective attention, and associative activation (Kahneman, 2003). While studies in
developed nations sometimes suggest that smartphone access primarily supplements in-store
shopping (Wang et al., 2015), the opposite is true for developing countries, where reliable in-
ternet access is absolutely crucial for enabling eCommerce (Molla & Licker, 2005; MartHn et
al., 2010). Given this context, which focuses on smartphone users with stable and fast 3G and
4G subscriptions, the key dimensions of accessibility developed for rigorous study include: : (1)
Affordability; (2) Availability; (3) Speed; (4) Smoothness; and (5) Stability.

Attitude Toward Online Shopping in the Digital Economy

Attitude is conceptualized as a form of preference that fundamentally dictates product choice
(Arnould et al., 2002), representing a relatively stable organizational structure of beliefs, feel-
ings, and behavioral tendencies directed toward a specific object (Hogg & Vaughan, 2011).
Within consumer psychology, attitude is an evaluative judgment derived from the attributes
inherent in a product (Arnould et al., 2002; Brooks et al., 2013; Huitt & Cain, 2005). The
formation of a positive attitude is intrinsically linked to the consumer's perception of superior
product attributes (Lafferty & Glodsmith, 2005; Oskamp & Schultz, 2005), and it is ultimately
determined by underlying beliefs (Agarwal & Sambamurthy, 2002; Kotler & Keller, 2012; Mal-
hotra, 2010), particularly the conviction regarding the product's excellence (Fishbein, 1997).
Attitude toward online shopping is specifically defined as the consumer's positive or negative
affective evaluation associated with concluding a purchase on the internet (Chiu et al., 2005),
and it is a core affective component of behavior, encompassing the emotional interpretation of
an object (Brown et al., 2006).

Modeling and Determinants of Consumer Attitude

The consumer purchase decision process is cognitively influenced by perception, motivation,
attitude, and belief (Kotler & Armstrong, 2013). Early modeling of attitude and intention suc-
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cessfully incorporated indicators across four classifications: product value, the overall shopping
experience, e-Retail service quality, and perceived risk (Jarvenpaa & Todd, 1997). Fundamen-
tally, consumer attitude is a composite structure comprising (1) beliefs, (2) feelings (emotions),
and (3) behavioral intentions regarding a marketplace object (Perner, 2010; Fishbein & Ajzen,
1975). Factors that precede and drive attitude formation include personality traits, perceptions,
and, crucially, perceived benefits (Cheung & Lee, 2000; Wolfinbarger & Gilly, 2003). Perceived
benefit represents the consumer's subjective assessment of the advantages gained from the on-
line shopping experience, such as increased convenience and overall satisfaction (Forsythe et
al., 2006; Shobeiri et al., 2014). This understanding is vital, as a positive attitude consistently
demonstrates a significant direct impact on online shopping behavior and subsequent purchase
decisions (Chai & Pavlou, 2004; George, 2004; Yang et al., 2007). Furthermore, the speed of
transaction confirmation in the online context can swiftly generate positive attitudes and boost
purchase intention (Shiau & Luo, 2012).

Measurement Framework and Strategic Implications

Attitude is a powerful construct, often functioning as a critical mediator between consumer
intention and final behavior (Shwu-Ing, 2003). Given its multi-faceted nature and occasional
lack of conceptual consistency across studies (Li & Petrick, 2008; Solomon et al., 2009), the
Multi-Attribute Model is adopted for comprehensive measurement (Smith et al., 2008). This
model effectively explains the degree of consumer perception toward their online shopping
attitude (Hartel et al., 2010) by integrating three key elements: the specific attributes of the
attitude object that serve as purchase standards (Alsamydai et al., 2013, 2015), the consumer's
beliefs regarding the presence of those attributes (Mandy & Esther, 2008), and the weights that
indicate the priority assigned to each attribute (Smith et al., 2008; Loudon & Bita, 2010). In the
digital economy, this shift in customer attitude to adopt new, often lower-priced, standardized
offerings—often driven by startup innovation—can lead to market disruption (Christensen et
al., 2015). Reflecting the prominence of emotional components in consumer behavior (Mal-
horta, 2007; Mowen & Minor, 2002), the current research emphasizes the affective dimension
with measures encompassing: (1) Like; (2) Passionate; (3) Enthusiastic; (4) Addicted; and (5)
Happy.

Online Shopping Intention: Conceptual Frameworks and Determinants

Online Shopping Intention (OSI) is conventionally defined as the consumer's "willingness
and intention to conduct transactions online" (Pavlou, 2003), encompassing the desire to
search, select, and ultimately purchase products via the internet (George, 2004). This construct
represents the consumer's readiness to visit an eCommerce site with the explicit goal of mak-
ing a purchase. Consistent with the foundational Theory of Reasoned Action (TRA) (Ajzen &
Fishbein, 1980), intention is often a more effective measure than actual behavior for accurately
gauging consumer perceptions (Sheth & Mittal, 2004). Fundamentally, intention is constructed
upon the consumer's subjective perception regarding the attributes and perceived benefits of the
product on offer (Mowen & Minor, 2002). Furthermore, consumers value not only the instru-
mental function of the technology but also the hedonic pleasure, or enjoyment, derived from
navigating the eCommerce environment (Heijden & Creemers, 2003).

Theoretical Perspectives on Intention

OSI is rigorously investigated through two primary, yet complementary, theoretical per-
spectives: the technology-oriented and the trust-oriented view. The Technology Perspective
assesses the consumer's cognitive evaluation of the technological interface, such as the website
or application, used for online shopping. The primary value of information technology, in this
view, is its potential to "lower search costs, evaluate alternatives, and enhance decision quali-
ty" (Heijden & Creemers, 2003). Research in this domain frequently leverages the Technology
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Acceptance Model (TAM), which posits that Perceived Usefulness (POU) and Perceived Ease
of Use (PEOU) are the key drivers of Intention to Use (IU) (Venkatesh & Davis, 1996). The
subsequent adoption of the Unified Theory of Acceptance and Use of Technology (UTAUT)
confirms the continued salience of POU and PEOU in the modern digital context (Venkatesh
et al., 2003).

The Critical Role of Trust and Risk Mitigation

Conversely, the Trust Perspective emphasizes the pivotal role of trust as a "key success fac-
tor" in effectively mitigating the inherent risks associated with online transactions (Koufaris
& Hampton-Sosa, 2004; Elbeltagi & Agag, 2016). Trust is exceptionally salient in the online
context because it directly reduces the "feeling of uncertainty” that arises when products are
intangible and the marketplace's credibility is physically unknown (Tan & Thoen, 2001). As
the core element determining a person's intention to perform a specific action (Chen & Hsu,
2009), trust is essential for growing consumer confidence (Gefen et al., 2003). Empirical evi-
dence consistently demonstrates that trust, perceived ease of use, usefulness, and enjoyment are
all significant predictors of a customer's purchase intention (Chiu et al., 2009).

Holistic Determinants of Online Shopping Intention

Ultimately, OSI is influenced by a complex blend of monetary factors (such as price in-
centives for existing customers) and non-monetary factors (such as perceived risk for potential
customers) (Kim & Gupta, 2009). Features that strategically enhance purchase intent include
swift information processing (Seock & Norton, 2007), convenient options like cash on delivery
(COD), and secure return policies (Ashwini & Manjula, 2016). Consequently, both trust and
perceived risk are consistently confirmed as critical determinants of online shopping intention
(Mohammed, 2014). The measurement scale for Online Shopping Intention in this study is
based on seven indicators: (1) Will shop online; (2) Want to shop online; (3) Tend to choose
online shopping; (4) Willingness to shop online; (5) Interested in shopping online; (6) Flexible
interacting with the website/app; and (7) Website/app is useful for buying products.

Fig. 1. A proposed model to examine how the relationship between convenience, startup
credibility, internet accessibility and positive attitudes and intentions to shop online.
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Hypothesis Development

H1I: Convenience Positively Affects Attitude Toward Online Shopping

Convenience is a critical service consideration (Seiders et al., 2007) and has a major influ-
ence on consumer attitude toward online shopping (As'ad & Ahmad, 2012; Bughin, 2015). The
underlying mechanism relies on the consumer's reaction to perceived reality (Drezner, 2002)
rather than objective reality. Website factors such as user-friendly design (Srinivasan et al.,
2002), ease of navigation, information search, and product selection (Wolfinbarger & Gilly,
2003; Lakshmi, 2016) are central to value creation (Vargo & Lusch, 2004) and lead to positive
attitudes (Szymanski & Hise, 2000; Liu et al., 2012). This positive perception of convenience is
a strong indicator of a favorable attitude in online transactions (Shah Alam et al., 2008; Lorek,
2010).

H2: Convenience Positively Affects Online Shopping Intention

Convenience, as a form of value exchange in e-business (Vargo & Lusch, 2004, 2008), is
consistently identified as a determinant factor for online shopping intention. Previous research
highlights several key indicators influencing intention, including website attributes such as ease
of navigation (Smith, 2000; Wolfinbarger & Gilly, 2001; Bagdoniene & Zemblyte, 2009), web
design (Ranganathan & Ganapathy, 2002), and ease of use (Chen & Hsu, 2009). Other signif-
icant convenience factors proven to influence intention include time savings (Karayanni, 2003;
Upadhyay & Kaur, 2013), low product price (Ehrt et al., 2007), payment security, privacy
protection (Comegys et al., 2009; Smith et al., 2011), and low shipping costs (Teo & Yeong,
2003). These determinant attributes of convenience are consistently and positively linked to
online purchase intention (Shah Alam et al., 2008; Lorek, 2010).

H3: Startup Credibility Positively Affects Attitude Toward Online Shopping

Startup credibility is strongly and significantly related to positive consumer attitude and
retention (Wang & Shaojing, 2010; Okazaki et al., 2012). Credibility is defined as "trust in the
source of information" (Fritch & Cromwell, 2002; Sundar, 2008) and is formed by a cognitive
evaluation of visual design elements (Fogg et al., 2003; Metzger et al., 2003) which play a key
persuasive role (Petty et al., 2002). Trust is an integral component of credibility (Hardin, 2002;
Bachmann & Zaheer, 2006) and is built on the conviction that the purchased product will be
beneficial (Mowen & Minor, 2002). In the digital context, key trust dimensions that enhance
credibility and shape attitude include security (Kim & Shim, 2002), privacy (Chen & Barnes,
2007), and application reliability (Balasubramanian et al., 2003; Koufaris & Hampton-Sosa,
2004). Collectively, these credibility factors demonstrate a significant capacity to generate a
positive attitude toward online shopping.

HA4: Startup Credibility Positively Affects Online Shopping Intention

The credibility of a startup and its products helps consumers simplify choices, promises a
certain quality, reduces risk, and fosters a sense of security (Mudambi, 2000; Kotler, 2002;
Keller, 2003; Keller & Lehmann, 2006). Credibility is essentially "trust in the source” based on
perceptions of trustworthiness and expertise, and this positive perception directly influences the
intention to purchase (Alhaddad, 2015). When consumers perceive a startup and its offerings as
credible, they are more likely to share their experiences and recommend the service to others
(Babin et al., 2005; Trusov et al., 2009). This reliance on credible sources and reference groups
is critical for online purchase intention (Bansal & Voyer, 2000; Phelps et al., 2004; Bughin et
al., 2010). Credibility reflects the consumer's total experience with the product, both before and
after purchase (Peres et al., 2010).

H5: Attitude Positively Affects Online Shopping Intention

Attitude, conceptualized as an evaluation of inherent product attributes (Arnould et al.,
2002; Brooks et al., 2013), serves to reduce barriers (Schiffman & Kanuk, 2004; Brown &
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Venkatesh, 2005; Loudon & Della Bitta, 2010) to a consumer's intention to buy (Fazio, 1990;
Fishbein & Ajzen, 1997). A positive attitude is demonstrated by the consumer's belief in the
product's superior attributes (Brooks et al., 2013). Since belief is the primary determinant of
attitude (Mandy & Esther, 2008; Berkowitz et al., 2003), a strong belief in the product's value
and low perceived risk (Overby & Lee, 2006; Yousafzai, 2010) are key factors in translating at-
titude into online purchase intention (Wu, 2003; Park et al., 2012). The Multi-Attribute Model,
which uses attributes, beliefs, and weights, is applied to measure this attitude and its influence
on intention (Smith et al., 2008).

Ho6: The Effect of Convenience on Attitude Toward Online Shopping is Positively Moderated by
Internet Accessibility

Customer perception of attributes determines the choice of product and shopping site (Ar-
nould et al., 2005). Favorable perceptions—driven by unique, superior, and reputable attributes
(Aaker, 2001; Kotler & Keller, 2012)—contribute to efficiency and convenience (Kotler, 2002)
and build consumer loyalty (Kandampully & Suhartanto, 2000). While convenience generates
a positive attitude (Keller, 2009; Solomon et al., 2010), Internet Accessibility plays a crucial
moderating role. Accessibility represents the consumer's initial action (As'ad & Ahmad, 2012;
Bughin, 2015) and involves the cognitive mechanism of intuitive judgment (Kahneman, 2003).
Therefore, high accessibility is necessary for the inherent advantages of convenience to be ef-
fectively perceived and translated into a positive attitude toward online shopping.

H7: The Effect of Convenience on Online Shopping Intention is Positively Moderated by Internet
Accessibility

Convenience allows consumers to search and compare numerous alternatives with low search
costs (Childers et al., 2001; Kaufman-Scarborough & Lindquist, 2002), and ease of access has a
positive effect on sales (Bagdoniene & Zemblyte, 2009). The strong, positive attitude developed
from convenience attributes (Schiffman & Kanuk, 2004; Loudon & Della Bitta, 2010) subse-
quently influences purchase intention (Fazio, 1990; Fishbein & Ajzen, 1997). Superior product
attributes, which offer benefits and security (Kotler, 2002; Aaker, 2004), strengthen this inten-
tion (Alhaddad, 2015; Vahid & Aidin, 2012). Internet Accessibility significantly influences this
relationship (Zendehdel et al., 2015). High accessibility acts as an enabler, intensifying the link
between convenience factors (like efficient searching and low cost) and the ultimate decision
to transact (Pavlou, 2003; Morgan & Hunt, 1994), which is fundamentally based on trust and
reliability.

HS§: The Effect of Startup Credibility on Attitude Toward Online Shopping is Positively Moder-
ated by Internet Accessibility

Consumer attitude is contingent upon the perceived superior attributes of a product, with
persuasive and emotional brand aspects helping consumers learn the cognitive and affective
elements of a brand (Oskamp & Schultz, 2005; Keller, 2009). Digital marketing and website
characteristics—such as being global, open, transparent, and interactive (Dutta, 2009; Stephen
& Galak, 2010)—are effective channels for building startup credibility through intensive in-
formation sharing and reliable testimonials. However, the initial consumer action is driven by
Internet Accessibility (Kahneman, 2003). This accessibility facilitates the intuitive assessment
and cognitive response mechanism (Hogg & Banister, 2001) that is essential for leveraging the
perceived credibility of the startup and translating it into a positive consumer attitude toward
online shopping.

HY: The Effect of Startup Credibility on Online Shopping Intention is Positively Moderated by
Internet Accessibility

Startup credibility, which is based on trust and expertise, positively influences product pur-
chase intention (Alhaddad, 2015). When a digital venture and its products are perceived as
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credible, consumers are more likely to share positive experiences and recommend them (Babin
et al., 2005; Trusov et al., 2009). Internet Accessibility—the degree of ease with which users
access internet services—is proven to be related to consumer purchase intention (Zendehdel et
al., 2015). High accessibility simplifies the process of identifying sellers and products quickly
(Keller & Lehmann, 2006). This ease of access encompasses the aggregate features of securi-
ty, privacy, and usability, which are key to transaction intention. Therefore, a high degree of
internet accessibility strengthens the impact of perceived startup credibility on the consumer's
intention to transact online.

HI10: The Effect of Attitude on Online Shopping Intention is Positively Moderated by Internet
Accessibility

Online purchase intention is viewed as a consequence of attitude (Koufaris, 2002), where
trust is a salient factor due to the human-computer interaction domain (O'Keefe & Cole,
2000). Consumers are influenced not only by the instrumental value of the technology but also
by the hedonic value of visiting an eCommerce site (Heijden & Creemers, 2003). Positive at-
titude, built from a perceived strong site reputation (Gefen et al., 2003) and attractive virtual
experience (Kaplanidou & Vogt, 2006; Doolin et al., 2002), is fundamental to intention. Stud-
ies emphasize that speed of access (Jeong & Lambert, 2001; Perdue, 2001) and secure, stable
connectivity (Mason & Rennie, 2009) are critical infrastructural factors. High Internet Acces-
sibility is a key determinant (Evans, 2008; Belson, 2015) that enables the smooth, intended
engagement with the eCommerce environment, thereby positively moderating the influence of
a favorable consumer attitude on the actual intention to shop online.

Fig. 2. Research Location Map.

Research Methodology

The research methodology is designed to provide a clear and structured framework for the
instruments used to scientifically test the proposed hypotheses. This chapter details the research
scope, sampling technique, operational definitions and variable measurement, and the statistical
methods employed.

Research Scope and Context

This study is theoretically anchored in Cognitive Theory, which addresses the individual's
ability to acquire and process information, encompassing the stages of perception, attention
selection, and memory. The research adopts a consumer behavioral approach, focusing on un-
derstanding consumption decisions for the consumer's self-interest.

The study is contextualized within the online shopping landscape of Indonesia, specifically
on Java Island. This setting is chosen due to the significant growth in digital adoption: a 2017
survey by the Indonesian Internet Service Providers Association (APJII) reported internet ac-
cess reached 143.26 million users, with 66% (94,551,600 people) accessing the internet via
smartphones. Furthermore, the rapid growth of the eCommerce sector, with 185 companies
recorded by 2015 (Mars Research, 2017), and a significant 20% increase in consumer online
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shopping behavior (Mars Research, 2018) solidify this location's relevance.

The research was conducted in 14 selected metropolitan and secondary cities on Java Island
(clustered as Jabodetabek, Joglosemar, and Gerbang Kertosusila), which collectively represent
39% of Java's smartphone users (APJII, 2022). The study uses a cross-sectional survey design
to analyze the correlation dynamics between variables.

Sampling Technique

The target population comprises individuals intending to shop online on Java Island. Given
the unknown exact distribution of the population, a non-probability sampling technique was
utilized. The sample was taken from the selected city clusters (Jabodetabek, Joglosemar, and
Gerbang Kertosusila) which are known to have dropship facilities.

The sample was selected based on specific criteria established by the researchers (Baran,
2016):

1. Must be a smartphone user with access to the internet.

2. Must have prior internet usage experience.

3. Must include respondents across four generational categories (McCrindle, 2017): Baby
Boomer (aged 53+), Generation X (aged 42—52), Generation Y/Millennial (aged 24—41), and
Generation Z (aged 13—23).

The final sample size was determined to be N=720 respondents, satisfying the minimum re-
quirements for correlation and regression analysis (Sekaran, 2006). The calculation was derived
using the Ssize formula (Lemeshow et al., 2019) as follows:

Step 1: Initial calculation:

n=3,816%(0,5*(1-0,5)) =96,04
0,1*0,1

Step 2: Check if the Finite Population Correction (FPC) is applicable. If the initial n calcu-
lated above is 10% or more of the size of the majority of the age group, then the FPC can be
applied. If the FPC can be applied, then continue with the sample size calculation. If the FPC
cannot be applied, then proceed to Step 3 below.

Step 3: Multiplying by the design effect and the estimated age number:

n=96,04*%1,5%*4=576,24

Step 4: Adjusting for expected non-response to obtain the final sample size:

n=576,24/0,8=720

The final sample size of N=720 was distributed proportionally across the survey locations.

Table 1. Population distributed proportionally.

No. City Cluster Sample Size (N)
1 Jabodetabek 328
2 Joglosemar 190
3 Gerbang Kertosusila 202

Total 720

Data Collection and Timing

Data was collected using a digital-based questionnaire survey. The research fieldwork was
conducted between September and October 2023.

Statistical Data Analysis Technique

The inferential data analysis technique utilized in this study is Partial Least Squares Struc-
tural Equation Modeling (PLS-SEM), implemented using the SmartPLS 3 software.
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Rationale for Using Partial Least Squares (PLS-SEM)

PLS is a powerful estimation method for structural models that operates with a distribu-
tion-free approach, meaning it does not rely on the assumption of data normality. It is particu-
larly effective for handling complex relationships between variables and accommodating smaller
sample sizes (Hair et al., 2010).

The key advantages for using PLS in this research include:

1. Robustness to Distribution: It is not limited by the assumption of multivariate normal
data distribution, allowing the use of various indicator scales (nominal, ordinal, interval, ratio)
within the same model.

2. Model Complexity and Estimation: PLS can estimate models with a large number of la-
tent and manifest variables without encountering data estimation problems.

3. Model Specification: Because the method is focused on maximizing predictive power
and uses limited estimation procedures, the influence of model misspecification on parameter
estimates is minimized.

4. Indicator Flexibility: It can simultaneously analyze constructs formed by reflective and
formative indicators.

5. Data Refinement: PLS-SEM allows for the elimination of inconsistent instrument items
using the bootstrapping procedure, which is not feasible in Covariance-Based SEM (CB-SEM)
without prior pilot testing and refinement (Ghozali, 2012).

6. Moderator Analysis: PLS-SEM can directly compute and test moderator variables.

PLS-SEM Analysis Steps

The PLS analysis process involves evaluating two sub-models and testing hypotheses using
the resampling (Bootstrapping) method to determine statistical significance.

1) Designing the Structural Model (Inner Model)

The Inner Model specifies the relationships between the latent constructs, based on the
research hypotheses. The model is evaluated by examining the R2 value for the endogenous
variables, which indicates the explanatory power of the model. Path coefficients are estimated
using the bootstrapping procedure, where a relationship is deemed significant if the t-statistic is
greater than 1.96 (at a 5% significance level) or greater than 1.65 (at a 10% significance level).

2) Designing the Measurement Model (Outer Model)

The Outer Model defines how each block of indicators relates to its corresponding latent
variable. This step determines the nature of the indicators (reflective or formative) based on the
operational definition of the variable.

3) Conversion of Path Diagram to System of Equations

a. The basic equation model of the Inner Model can be written as follows:

n=p0+Bn+TE+{n,+ D ifn+ Y iy ,é, +¢,
Information:

1 — endogenous latent construct matrix

f — coefficient matrix of endogenous variables

& — exogenous latent construct matrix

I' — exogenous variable matrix coefficients

¢ — inner model residual matrix

b. The basic equation model of the Outer Model can be written as follows:

X =TIxé+ex
Y=1n+ey
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Information:

x dan y — matriks variabel manifes independen dan dependen

¢ dan n — matrix of independent latent constructs and dependent

IT — coefficient matrix (loading matrix)

& — outer model residual matrix

Estimation of Weights, Path Coefficients, and Loadings

The parameter estimation method in PLS is the Least Squares method. The iterative calcu-
lation process estimates three parameters:

1. Weight estimates used to calculate the latent variable scores.

2. Path estimates linking the latent variables and loading estimates linking latent variables to
their indicators.

3. Mean and location parameters (regression constant/intercept) for the indicators and latent
variables.

Goodness-of-Fit Evaluation

The overall model fit is evaluated using the R2 of the dependent latent variables and the Q2
Predictive Relevance. The Q2 value measures how well the observed values are reconstructed
by the model and its parameters. The formula is:

Q2=1—(1—R12)(1—R22)...(1—Rp2)

where R12,R22,...,Rp2 are the R2 values of the endogenous variables. Q2 ranges from 0 to
1, with values closer to 1 indicating better predictive relevance, which is equivalent to the total
coefficient of determination in path analysis.

Hypothesis Testing

Hypotheses (paths f3,T") are tested using the Bootstrapping resampling method, which al-
lows for a distribution-free approach and is not dependent on large sample size assumptions. The
t-test statistic is used, and hypotheses are supported if the p—value <0.05 (or t—statistic>1.96).

Result

Profile of Online Shopping Consumers in Key Urban Areas

The demographic profile of the N=720 respondents highlights an online consumer segment
characterized by youth, a female skew, moderate to high education levels, and concentration
within major metropolitan areas. The sample exhibited a gender distribution with 57.6% female
and 42.4% male participants. Age distribution was overwhelmingly dominated by younger gen-
erations, with Generation Z (13—23 years) at 68.8% and Millennials (24—41 years) at 20.1%,
collectively accounting for 88.9% of the total sample.

This supports the observation that the Millennial generation "tends to have better education
and is keen on online shopping”. Conversely, the older demographic (Baby Boomers, 53—69
years) comprised only 4.2% of the sample. In terms of education, the largest segment report-
ed high school graduation (Tamat SMA Sederajat) at 39.3%, followed by Diploma holders at
24.6%, and a significant proportion holding Postgraduate degrees (Tamat Pasca Sarjana) at
21.6%. Regionally, the majority of respondents were domiciled in Jabodetabek (45.6%), with
Joglosemar and Gerbang Kertosusila comprising 26.4% and 28.1%, respectively, underscoring
the study's focus on these key urban centers.

Mobile Connectivity and Information Sourcing

Analysis of mobile network usage indicates that Telkomsel holds the largest market share
among respondents at 45.1%, followed by XL (28.1%) and Indosat Ooredoo (15.5%). This
distribution aligns with Telkomsel’s established status as a "market leader” with the "widest
coverage" and a base of "high-value customers". Given the robust growth of data communica-
tion services and the Internet of Things (IoT), the priority for telecommunication operators is
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undergoing a strategic shift from merely expanding the Total Addressable Market to enhancing
service quality. The primary sources for online shopping information distinctly reflect the young
demographic's social media usage, with Instagram (50.0%) and Facebook (28.5%) dominating.
This pattern confirms the dominant influence exerted by companies owned by Mark Zuck-
erberg in shaping online consumer information pathways. Furthermore, this high reliance on
social media for information is consistent with 2017 APJII research reporting that the majority
of internet users are concentrated in the Java region.

Online Purchase Behavior and Platform Preference

The respondents' online shopping behavior is characterized by a distinct set of preferred
product categories. These are led by Fashion (32.0%), followed by Cosmetics (22.5%) and
Gadgets (22.1%). This finding partially contrasts with a 2016 MARS research report which,
while agreeing on the popularity of fashion/clothing (45.8%), listed cosmetics at a much lower
3.5%. In terms of platform preference, the study found that Tokopedia is the most preferred on-
line shopping site, selected by a majority of respondents at 64.9%, followed by Shopee (19.4%)
and Lazada (8.1%). This platform ranking generally correlates with findings from the iPrice
Indonesia (October 2018) study on the Indonesian eCommerce Map.

Descriptive Statistics of Study Variables

The analysis of descriptive statistics was performed using data obtained from respondent
answers to each measuring indicator for the variables under study. It is noted that certain indi-
cators were excluded from the descriptive presentation as they were not utilized in the formal
hypothesis testing. The resulting mean scores, which range from 10 to 25, collectively indicate
that all variables received high scores, suggesting a generally positive perception across the
constructs investigated.

The Accessibility variable, with a theoretical range of 8 to 20, yielded a mean value of 15.61
and a standard deviation of 3.16. The mean score closely approximates the median value of
16, suggesting that respondents perceive ease in accessing the internet. However, the standard
deviation of 3.16 indicates a dispersed variability in these perceptions.

The Convenience variable had a theoretical range of 8 to 15, resulting in a mean of 12.91
and a standard deviation of 1.80. With the mean score closely approaching the median of 13,
it can be concluded that respondents generally feel comfortable with online shopping. The rel-
atively low standard deviation suggests a homogeneous variability in these responses compared
to other variables.

For the Credibility variable, the theoretical range spanned 12 to 25, showing a mean of 18.22
and a standard deviation of 3.07. The mean of 18.22, which is near the median of 19, suggests
that respondents agree that the accessed startups are credible.

The Attitude variable's theoretical range was 10 to 25, with a mean score of 19.58 and a
standard deviation of 3.37. The mean is close to the median of 20, indicating that respondents
possess a positive attitude toward online shopping. Similar to Accessibility, the standard devia-
tion suggests a dispersed variability in these attitudinal responses.

The table below summarizes the descriptive statistics for the five key variables investigated in
the study, based on a sample size of N=720.
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Table 2. The descriptive statistics.

Variable N Minimum Maximum Mean Median Sta{ldz.lrd
Deviation
Accessibility 720 8 20 15.61 16 3.16
Convenience 720 8 15 12.91 13 1.80
Credibility 720 12 25 18.22 19 3.07
Attitude 720 10 25 19.58 20 3.37
Intention 720 10 30 22.67 23 4.05

Finally, the Intention to shop online variable had the broadest theoretical range of 10 to
30, resulting in the highest mean score of 22.67 and the largest standard deviation of 4.05. The
mean value aligns closely with the median of 23, indicating that respondent intention for online
shopping is high. However, the substantial standard deviation reveals that the variability in these
intentions is highly dispersed. In conclusion, the collective descriptive data demonstrates that
respondents hold diverse and varying perceptions regarding the variables examined in this study.

Hypothesis Testing

The significance test in the SEM PLS model aims to determine the influence of exogenous
variables on endogenous variables. Hypothesis testing using the SEM PLS method is performed
by conducting a bootstrapping process with the aid of the SmartPLS 3.0 computer program,
which yields the influence of the exogenous variables on the endogenous variables.

Hypothesis testing is conducted after the structural model evaluation stage. This is done to
ascertain whether the proposed hypothesis is accepted or rejected.

— A path coefficient value ranging from -0.1 to 0.1 is considered not significant.

— A coefficient value > 0.1 is considered significant and directly proportional (positive re-
lationship).

— A coefficient value < -0.1 is considered significant and inversely proportional (negative
relationship) (Hass and Lehner, 2009).

Table 3. Bootstrapping Calculation Results Mean, STDEV, T-Values, P-Values.

Sampel Rata-rata Stal{daf T Statistik
Asli (0) Sampel (M) Deviasi (|O/STDEYV |) P Values
(STDEY)

Accessibility — Convenience 0,549 0,548 0,034 16,172 0,000
Accessibility — Credibility 0,353 0,351 0,037 9,478 0,000
Accessibility — Attitude 0,126 0,128 0,037 3,405 0,001
Accessibility — Intention 0,128 0,129 0,030 4,301 0,000
Convenience — Attitude 0,432 0,431 0,038 11,467 0,000
Convenience — Intention 0,076 0,074 0,031 2,420 0,016
Credibility — Attitude 0,302 0,303 0,031 9,822 0,000
Credibility — Intention 0,258 0,257 0,024 10,642 0,000
Attitude — Intention 0,515 0,516 0,026 19,825 0,000
Col\lfvc’eielr;gg;giﬁfélgf i 0,005 0,007 0,031 0,158 0,874
Cﬁgﬁ‘gﬁ?&“i Eiﬁg‘ﬂfge 0,107 0,105 0,029 3,664 0,000
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End of Table 3.

Sampel Rata-rata %:322 T Statistik P Values
Asli (O) Sampel (M) (STDEY) (|O/STDEYV )
/iwnﬁfsuig ﬁffiﬁhﬁfl -0,166 -0,165 0,024 6,831 0,000
cm%?ﬂ?;] niEIfﬁggggn -0,008 -0,009 0,024 0,328 0,743
Xt?i??tig IEan:::l:lgrfl 0,111 0,111 0,025 4,433 0,000

In addition, to see whether the proposed hypothesis can be accepted or rejected, one can
look at the t-statistic value generated from the Path Coefficients output (Mean, STDEV,
T-Values).

Using a two-tailed test and an alpha (&) level of 5%, the critical value for rejecting and
accepting the proposed hypothesis (the t-table value) is 1.96. If the t-statistic value >1.96, the
proposed hypothesis is supported (accepted). Conversely, if the t-statistic value <1.96, the pro-
posed hypothesis is not supported (rejected) (see Table 3).

Results of Direct and Moderating Effects in Online Shopping Behavior

The analysis tested ten hypotheses concerning the direct and moderating effects on con-
sumer attitude and intention toward online shopping, using a significance threshold where
hypotheses were supported if the t-statistic exceeded the critical value of 1.96 and the p-value
was below 0.05.

Direct Effects on Attitude and Intention

All five direct influence hypotheses (H1 to H5) were statistically supported. Convenience
demonstrated a positive and significant influence on both Attitude (t=11.467, p=0.000) and
Intention (t=2.420, p=0.016). Quantitatively, the influence of Convenience on Attitude was
substantial at 43% (Original Sample Estimate =0.432) , with this positive Attitude being driven
by consumer perceptions of ease, flexibility, and practicality. Its influence on Intention, how-
ever, was smaller, estimated at 8% (Original Sample Estimate =0.076).

Similarly, Startup Credibility positively and significantly influenced both Attitude (t=9.822,
p=0.000) and Intention (t=11.467, p=0.000) , contributing 30% of the influence on Attitude
and 26% on Intention. The key indicators of this positive influence are trustworthiness, assur-
ance, consistency, transparency, and integrity. The relationship between Attitude — Intention
was the strongest observed, proving highly significant (t=19.825, p=0.000) and accounting for
52% of the total influence on online shopping intention. This powerful effect is fostered by
positive affective indicators such as liking, enthusiasm, and excitement toward shopping.

Moderating Role of Internet Accessibility

The moderating role of Internet Accessibility was evaluated following confirmation that all
relevant main effects were significant. The results for the moderating hypotheses were mixed.
Internet Accessibility did not statistically moderate the relationship between Convenience —
Attitude (H6: t=0.158, p=0.874) or the relationship between Startup Credibility — Intention
(H9: t=0.328, p=0.743). This lack of moderation suggests that once consumers achieve a sense
of comfort or perceive a startup as credible, the issue of accessibility ceases to be a constraint,
aligning with findings from prior studies conducted in the Netherlands and the United States.

In contrast, Internet Accessibility emerged as a significant moderator in three instances.
It significantly moderated the relationship between Convenience — Intention (H7: t=6.831,
p=0.000) , although the empirical moderating influence was observed to be negative at -17%.
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Furthermore, it positively moderated the paths from Startup Credibility — Attitude (HS:
t=3.664, p=0.000) and Attitude — Intention (H10: t=4.433, p=0.000) , contributing 10% and
11% of the influence, respectively. Notably, for both supported positive moderation effects, the
indirect influence of Internet Accessibility through the mediating variable (Startup Credibility
— Attitude: 0.344; Attitude — Intention: 0.374) was found to be more effective than its direct
influence on the respective endogenous variables (Attitude: 0.126; Intention: 0.128).

Discussion

Consumer Psychographics

This research reveals a unique consumer psychographic dominated by females (57.6%) over
males (42.4%). Crucially, the sample is overwhelmingly young, with the majority belonging to
Generation Z (68.8%) and Millennials (20.1%) based on McCrindle's (2017) age categories.
This composition signifies a notable deviation from prior mainstream reports that were typical-
ly dominated by Millennials. The dominance of young female consumers from Generation Z
directly aligns with their most common online purchases: fashion/clothing and other products
(48.3%), followed distantly by games and other product options (8.8%), and cosmetics and
other product options (2.7%). This trend is corroborated by MARS, Incorporated (2017) re-
search, which identified the most frequently purchased online products in Indonesia as clothing
(45.8%), accessories (10.9%), shoes (6.7%), and cosmetic products (3.5%).

Online Behavior

Internet Access and Online Shopping Behavior

In terms of Internet access and online shopping behavior, a vast majority of respondents ac-
cess the internet via smartphones, a finding consistent with the APJII (2019) report that 93.9%
of Indonesian internet users utilize smartphones. The most used mobile operator is Telkomsel
(41.9%), followed by XL (25.4%) and Indosat Ooredoo (10.4%). Telkomsel’s position as the
market leader with the widest coverage is significant, as its "high value customers" often act as
"influencers that actually trigger a growth in the business customer base." Given the recent surge
in data communication services and the Internet of Things (IoT), operators are now shifting
their focus from Total Addressable Market to prioritizing service quality.

Online shopping via smartphones is heavily concentrated on Java Island, accounting for
58.08% of users (54,915,570 people). Although Mars Research (2017) indicated a significant
20% increase in online shopping behavior across 30 major Indonesian cities compared to the
previous period, current growth remains low. In summary, online shopping is concentrated on
Java, albeit with low growth, and is dominated by Generation Z consumers who are generally
still dependents of their families.

Online Information Sources and Shopping Platforms

The predominance of Gen Z and Millennials also shapes their use of online information
sources and shopping platforms. The key platforms for searching for online shopping infor-
mation via smartphone are social media, with a staggering 96.9% utilizing these channels, in
sharp contrast to interpersonal communication (3.1%). Traditional media (radio, newspapers,
television) are no longer primary sources. The top platforms are Instagram (50%), Facebook
(28.5%), Twitter (5.7%), and Line (4.4%), which suggests a dominance by companies under
Mark Zuckerberg, followed by the South Korean-made platform, Line.

Regarding preferred e-commerce platforms for physical goods, Tokopedia (64.9%) over-
whelmingly leads the market, followed by Shopee (19.4%), Lazada (8.1%), and Bukalapak
(5.8%). The researchers specifically excluded service platforms like Traveloka, Grab, and Golek
to focus on physical goods. It is noteworthy that Shopee ranked second, aligning with the fact
that it was the most aggressive advertiser on television and social media during the study period.
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This suggests a direct correlation between its advertising strategy and its ability to draw con-
sumers to the platform. This observation is consistent with the iPrice Indonesia (October, 2018)
"Map of E-commerce Indonesia" report, which ranked the major players by average quarterly
website visitors, placing Tokopedia first.

The Driving Factors of Online Shopping: Convenience, Credibility, and Attitude

The hypothesis testing results reveal a robust set of relationships among convenience, startup
credibility, attitude toward online shopping, and ultimately, online shopping intention. These
findings provide a structured understanding of the core factors that influence consumer behav-
ior in the digital marketplace, highlighting both the direct effects of these variables and the
crucial moderating role of Internet accessibility.

The Positive Influence of Convenience

The research strongly confirms a significant and positive influence of convenience on atti-
tude toward online shopping. This high positive estimate suggests that the primary constituents
of convenience—specifically the ease and practicality of the online purchasing procedure—are
instrumental. Enhanced ease facilitates a favorable shift in attitude, which subsequently predicts
a change in purchasing behavior. Fundamentally, consumers value convenience for "freedom
from temporal and spatial constraints”. This benefit is particularly realized in Indonesian re-
gions like Jabodetabek, Joglosemar, and Gerbang Kertosusila, where robust internet infrastruc-
ture meets diverse product needs. This aligns with Tan et al. (2007), who proposed that the
"gap between needs fulfillment and the availability of internet connection has a direct effect on
whether online shopping is adopted or not", and Seiders et al. (2005), who noted that "conven-
ience influences customer evaluation and purchase behavior," underscoring its essential role in
customer retention.

The convenience construct, defined by ease, flexibility, and practicality, exerts a positive
effect on online shopping attitude. This is corroborated by Srinivasan et al. (2002), who found
convenience is realized when customers perceive the "website is simple, intuitive, and us-
er-friendly”. In the e-retail domain, convenience-oriented customers have limited time and
seek to save time and effort in online purchasing, suggesting a perceptual shift away from the
necessity of physical product interaction. However, a cautionary note from Lakshmi (2016) and
To et al. (2007) suggests that while online shopping is highly convenient for access, search, and
cost efficiency, it is often reported as "less convenient in terms of transactions".

Moving from attitude to action, the analysis revealed that convenience also exerts a positive
and significant, yet quantitatively low, influence on online shopping intention. This intention is
structurally driven by the convenience construct, encompassing its ease, flexibility, and practi-
cality components. This result supports numerous studies—including those by Shah Alam et al.
(2008) and Chen and Hsu (2009)—that collectively found "convenience has a positive influence
on consumer intention for online shopping”. Specifically, facets such as navigation ease are
identified as determinant factors for online shopping intention. Cumulatively, these findings
establish that greater convenience is linked to a higher online shopping intention, suggesting
that this "individual's action" is materially influenced by convenience. Conversely, a lack of
convenience effectively diminishes consumer inclination toward online purchasing.

The Critical Role of Startup Credibility

The testing demonstrated that startup credibility positively influences attitude toward online
shopping with a moderate effect size. This favorable attitude is fundamentally shaped by core
credibility attributes of the digital startup’s services, including transparency, trust, integrity,
security, and consistency. This finding supports the academic consensus that "credibility ex-
pressed in the form of trust has a positive impact on the attitude and intention to shop in the
online market". Conversely, factors indicative of low credibility, such as "misuse of personal
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data or fraud in online payments," were found to negatively impact both attitude and transac-
tion intention.

The analysis further confirmed a positive and significant direct effect of startup credibility on
online shopping intention. This influence is the strongest among the external variables (exceed-
ing accessibility and convenience), serving to reinforce the relationship pattern leading from a
positive attitude to an intention to purchase. This outcome harmonizes with previous studies
that identified a direct relationship between credibility factors and the intention to purchase.
Within the scope of this study, intention is influenced by startup credibility indicators encom-
passing transparency, trust, integrity, security, and consistency. The concept of trust in the dig-
ital world is a stable attribute that encourages the dynamics of interactivity between buyers and
sellers. Furthermore, transparency is recognized as a key determinant of consumer online shop-
ping intention. Dimensions of virtual credibility, such as "trust and integrity," have a "key role
in online transactions to change attitudes and online shopping intentions". Ultimately, a higher
level of startup credibility directly correlates with a higher consumer online shopping intention.

The Power of Attitude on Intention

The final test revealed that attitude has a strong, positive, and significant direct effect on on-
line shopping intention. This effect is further magnified by the reinforcing relationships between
accessibility, convenience, and credibility with the core attitude construct. The attitudinal di-
mensions—including enthusiasm, excitement, liking, addiction, and joy—directly predispose
consumer online shopping intention. This supports research stating that "a consumer’s posi-
tive attitude is not shaken by negative information about the attributes of retail goods offered
online". The heightened consumer intention is a product of a combined set of dimensions:
buyer-seller interaction, desire to purchase, willingness, and general interest in online retail
shopping. Empirical data, such as that from the Indonesian E-commerce Association (2015),
highlighted high purchase rates for fashion products, mobile phones, and electronics. The find-
ings also affirm that a digital consumer's positive attitude influences online shopping intentions,
with hedonic motivation serving as the most influential factor. Consistently, numerous anteced-
ent studies assert that "consumer attitude has a direct influence on online shopping intention".

The Moderating Role of Internet Accessibility

The research provides nuanced insights into the role of Internet accessibility as a moderator,
distinguishing between its effects on attitude and intention.

Moderation on Convenience

The test for the moderating effect of Internet accessibility on the relationship between con-
venience and attitude toward online shopping indicated that the moderation hypothesis was
not supported. The statistical metrics suggested that Internet accessibility does not statistically
moderate the effect of convenience on attitude. This implies that for consumers who are already
comfortable and positive about online shopping, their Internet accessibility needs are presumed
to be met, leading convenience to empirically impact attitude directly. This aligns with studies
in developed countries, suggesting that accessibility is no longer a substantial barrier in e-com-
merce and thus is not a primary consideration.

However, testing the moderating influence of Internet accessibility on the relationship be-
tween convenience and online shopping intention yielded a supported hypothesis. The modera-
tion effect was significant, signifying that Internet accessibility effectively moderates the positive
relationship between convenience and online shopping intention. This is consistent with Kotler
and Armstrong (2013), who stated that the interaction between convenience and intention is
influenced by factors facilitated by Internet accessibility, suggesting that information technology
is key. In the digital age, accessible internet has shifted the customer's perception away from
the need for physical product touch during online transactions, a transformation supported by
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Thaler (2015). The merging of convenience and accessibility is key in influencing this intention.

Moderation on Startup Credibility

The moderation test for the influence of Internet accessibility on the relationship between
startup credibility and online shopping attitude was significant. This indicates that Internet
accessibility statistically and empirically moderates, and specifically strengthens, the effect of
startup credibility on online shopping attitude. The indirect effect of Internet accessibility on
attitude via startup credibility was notably stronger than its direct effect, suggesting that it is
more effective as an indirect influence through this channel. Internet accessibility is thus appro-
priately classified as a moderator variable in this relationship, consistent with research asserting
that credibility can shift based on consumer perception of website access and content.

Conversely, the moderation test for the relationship between startup credibility and online
shopping intention was not supported. The statistical metrics indicated that Internet accessibility
does not statistically moderate the influence of startup credibility on online shopping intention.
This result suggests that the effect of startup credibility on intention is direct; once a segment of
consumers perceives a startup as credible, they are less likely to consider other variables, leading
to a direct influence on their intention. This is similar to findings in developed countries where
satisfactory Internet access is assumed for consumers who deem a startup credible.

Moderation on Attitude

Finally, the test confirmed that the moderation effect of Internet accessibility on the rela-
tionship between attitude and online shopping intention was significant. This implies that the
inclusion of Internet accessibility as a moderator variable strengthens the effect of consumer
attitude on shopping intention. A positive consumer attitude is only effective in driving online
shopping intention when smartphone users have easy, smooth, fast, and stable internet con-
nectivity. This finding reflects the reality in the tested regions, where users receive relatively
good data communication and IoT services. The link between attitude and intention in online
shopping is not always direct, as it is modulated by Internet accessibility. Ease of internet access
and technological familiarity are key factors for customer transaction intention.

Despite these positive findings, a paradoxical situation exists in Indonesia: iPrice (2019)
reported that high mobile traffic does not proportionally equate to e-commerce marketing ac-
tivity and site effectiveness, largely due to issues with platform or site accessibility. A gap exists
between the time spent accessing shopping sites and the actual online purchases. This gap is
evident in the studied regions. This leads to the online-to-offline (0O20) model, where consum-
ers use internet accessibility for searching and paying for goods and services but may still pick
up items at a physical store or nearest agent.

Novelty and Limitations

Novelty Values

The core novelty of this study revolves around the strategic role of Internet accessibility.
Consumer data derived from accessibility can be leveraged to understand consumer behavior
regarding product needs and domicile. For Startups, this accessibility data allows for collabo-
rations with SMEs to provide segment-appropriate goods and optimize inventory to be closer
to consumers. Fundamentally, the novelty lies in Internet accessibility serving as a mechanism
for the synchronization and synergy of consumer data, ultimately making the buying and selling
process more efficient for Indonesian consumers. Unlike the Netherlands, where accessibility
guides the online-to-offline (O20) model, or the US, where it functions primarily as an in-
formation tool, in Indonesia, Internet accessibility acts as a determinant for online shopping.

Limitations

This research is subject to several limitations. First, it exclusively reviewed the positive in-
fluence of convenience, startup credibility, and attitude on online shopping intention. Previ-
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ous studies (Chevalier and Mayzlin, 2006; Dellarocas and Narayan, 2006) have indicated that
all online consumer reviews are positive, yet consumer perception of products differs across
e-commerce sites (Bei et al., 2004), depending on the information developed by marketers
(Bailey, 2005). Future research should incorporate the effect of negative reviews and should
also focus on the selection of latent variable indicators beyond the moderator. Second, the study
focused only on external factors (consumers).

Further research should test a combination of external and internal e-commerce factors,
as both influence competitive advantage and industry performance. Third, the non-significant
findings—where accessibility did not moderate the relationship between convenience and atti-
tude, or credibility and intention—were likely due to the concentration of respondents in major
metropolitan areas (e.g., Jakarta, Semarang, Surabaya), where off-peak accessibility is not a
major constraint. These findings may not fully represent sub-urban or rural Indonesian areas.
Furthermore, the study treated Internet accessibility as a single variable, not distinguishing be-
tween its technological aspects (signal strength, speed, reliability) and its psychological aspects
(quality of website information, ease of product identification and transaction). Finally, the
respondents were limited to internet users in regions (Jabodetabek, Joglosemar, and Gerbang
Kertosusila) with relatively good data and loT services. While mobile visits to e-commerce sites
have increased in Indonesia, a gap remains in network infrastructure and traffic, with peak visits
occurring on weekends but transactions remaining low (iPrice, 2017). This suggests that acces-
sibility in Indonesia still presents a gap between site access time and actual online purchase,
making the high smartphone user-to-transaction ratio in the studied regions disproportionate.
Expanding the scope beyond these well-served areas could enhance the generalizability of the
results.

Conclusion

The study identifies Internet accessibility as a key variable acting as a moderator in the on-
line shopping process in Indonesia, although not all moderation hypotheses were supported. In
cases where the moderation hypothesis was not supported, it suggests that Internet accessibility
is not a constraint on online shopping, indicating adequate accessibility in those specific areas.
Conversely, in cases where the hypothesis was supported, accessibility appears to be a con-
straint, signaling that network coverage and traffic still require attention. Both sets of findings
collectively demonstrate that Internet accessibility is a determinant factor in the online shop-
ping process in Indonesia.

Specifically, the online shopping intention—which is influenced by convenience, startup
credibility, and attitude, and is moderated by Internet accessibility—within the Jabodetabek,
Joglosemar, and Gerbang Kertosusila regions is summarized by the following ten points: Con-
venience has a significant positive influence on both attitude and intention toward online shop-
ping. Similarly, startup credibility also shows a significant positive influence on both attitude
and intention. Finally, a positive shopping attitude significantly and positively affects intention
to shop online. Regarding the moderating effects, Internet accessibility does not moderate the
relationship between convenience and attitude, suggesting accessibility is more effective as a
direct influence on attitude. However, accessibility does moderate the relationship between
convenience and intention, and the relationship between startup credibility and positive at-
titude. Conversely, accessibility does not moderate the relationship between startup credibil-
ity and intention, as the startup's credibility directly influences intention. Lastly, accessibility
strongly moderates the relationship between positive attitude and online shopping intention, a
relationship that is further strengthened by the combined effects of accessibility, convenience,
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and credibility on attitude toward intention.

Implications

Based on the findings above, the research implications that can be put forward are as follows:

Theoretical and Practical Insights

The research provides a crucial theoretical implication by offering an alternative model that
specifically highlights the moderating role of Internet accessibility in consumer behavioral pro-
cesses during online shopping. This finding underscores that building a positive online shopping
attitude and enhancing consumer intention is fundamentally tied to a careful consideration of
Internet accessibility, addressing both the consumer psychology aspect and the technological
infrastructure that supports the experience.

The theoretical insights translate into clear practical implications for online marketers. Strat-
egies should pivot toward emphasizing startup credibility and convenience to positively influ-
ence individual attitude and intention. Given that the main contributions to convenience are
ease and practicality, startups must focus on improving specialized services and launching pro-
motional initiatives to build consumer awareness regarding the impact of online transactions.
Crucially, marketing activities cannot be one-size-fits-all; they must take into account the level
of Internet accessibility in each target region. Furthermore, startups need to make significant
investments in mobile risk management. This involves securing the mobile infrastructure, en-
hancing connectivity to websites, providing simple and engaging applications, and implement-
ing sophisticated data protection schemes to mitigate consumer concerns.

Methodological Contribution

On a methodological level, the study contributes a distinct set of measurement constructs.
These constructs are specifically tailored to the Indonesian setting, having been developed
and validated within the distinct geographic and socio-economic contexts of the Jabodetabek,
Joglosemar, and Gerbang Kertosusila regions. This region-specific tailoring ensures the tools
are highly relevant and accurate for future research conducted in similar emerging markets.

Recommendations

Based on the research findings, the following recommendations are provided for future study
and practical application: First, given the study's rigorous testing, the concepts established
should be developed and re-tested in different contexts to enhance their generalizability. Lit-
erature on online consumer behavior should continue to incorporate a third phenomenon in
the form of a moderator variable (e.g., Internet accessibility), as its inclusion can provide more
comprehensive findings and make the practical application of marketing strategies more benefi-
cial. Internet accessibility, as an extra-systemic variable, is a crucial moderator whose exclusion
could lead to biased research findings. For future research, it is highly recommended to separate
Internet accessibility into its distinct psychological (consumer perception) and technological
(infrastructure) aspects for more specific analysis. Second, the practical application of the In-
ternet accessibility variable in marketing will be highly beneficial for e-commerce, helping to
select the correct market segments and tailor promotional content to those consumers. Third,
to improve generalizability, the sample should be expanded beyond Jabodetabek, Joglosemar,
and Gerbang Kertosusila using either offline or online survey methods.
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Abstract. In the modern world, the insurance market is subject to significant changes,
including under the influence of the use of digital technologies and the introduction of machine
learning methods in insurance scoring. The object of the study is a data set with records of
insurance policies. The study uses a deep nonlinear neural network to predict the occurrence
of claim loss on auto insurance policies. Before using a multilayer neural network, data is pre-
processed, and possible data leakage is eliminated. At the output of the neural network model,
the resulting loss probability value is converted to a binary value. The model is evaluated using
the ROC-AUC metric, with a graph of the ROC curve. The results show that the obtained
model has predictive accuracy, but not high enough accuracy for industrial applications of the
chosen model. The findings indicate the need for further research on ways to solve this problem
using other machine learning methods.
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AHHOTamusg. B coBpeMeHHOM MHUpe CTPaxOBOM PBIHOK IOABEPKEH 3HAUYMTEIBHBIM M3MEHE-
HHUSM B TOM YHUCJIC TIOA BIUSTHUEM TIPUMEHEHMS INUMPOBBIX TEXHOJIOTUI U BHEAPECHUSI METOIOB
MAalLlMHHOTO OOYyYeHUsI B CTPa30BoOil CKOpUHI. OOBEKTOM HCCIIeAOBaHUs SBJseTCsS HaboOp daH-
HBIX C 3alUCSAMU O CTPaXOBBIX Mojucax. B mcciaenoBaHUM MCMOIB3yeTCsS] MHOTOCIOWHAST HEeJIU-
HeliHasi HeipOHHas CeThb IS MpeAcKa3aHUsI HACTYIUIEHUsT yOBITKA IO IMOJIMCaM aBTOCTPaxOoBa-
aug. Ilepen ncmonb30BaHMEM MHOTOCITOMHON HEMPOHHOM CETH TPOBOIUTCS TTpeABapUTEIbHAS
00paboTKa HaHHBIX, YCTpaHEHWE BO3MOXHBI yTedeK OAaHHBIX. Ha BeIXome Momend HeWpoH-
HOI CeTH IIoJlydaeMoe 3HAaUCHME BEPOSITHOCTH YOBITKA IIpeobpa3yeTcss B OMHapHOE 3HAYCHUE.
Ouenka mMonenu nposoautcs mo metpuke ROC-AUC, ¢ noctpoenuem rpadpruka ROC kpuBoii.
Pe3yiabTaThl MOKa3bIBalOT, YTO IOJYYeHHAs MOJICIb MMEET MpeiAcKa3aTebHYl0, HO HeIoCTa-
TOYHO BBICOKYIO TOYHOCTb JUISI IIPOMBIIUICHHOIO IPMMEHEHUs BbIOpaHHOM Mozenu. BeiBoabl
YKa3bIBalOT Ha HEOOXOMMMOCTD AaJIbHEMIIIeT0 UCCIeNOBaHUS CITOCOO0OB PEIIeHUS TTOCTaBIEHHOM
3aIauy TP TTOMOIIN APYTUX METOIOB MAIIMHHOTO OOYYEeHUS.

KmoueBble cioBa: MalllMHHOE OOyYe€HUE, HEMPOHHBIE CETU, CTPAXOBOM CKOPUHT, MPOTHO3U-
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Introduction

In the modern world, the insurance market is subject to significant changes, including under
the influence of the use of digital technologies. In particular, machine learning methods are
actively used in insurance to solve various problems. The main tasks are to calculate the cost
of insurance policies based on the assessment of the client's riskiness and forecasting claim
losses. These methods are also actively used to counter fraud (Zabavin, 2009; Vorobyev, 2024;
Ignatiev, Levina, 2024).

Thus, according to the data of the Central Bank of Russia for 2024 and the first quarter
of 2025, the growth rate of insurance premiums year-on-year exceeds 100% (Bank of Russia,
2025). Such an increase may be due to the widespread introduction of machine learning tech-
nologies for assessing insurance policy risks (Makarenko, 2020), as well as calculating insurance
premiums.

Scoring is commonly referred to as an automated mathematical scoring system that can
be used to assess a client's solvency, for example in the banking sector. In insurance, scoring
models can be used to determine the degree of risk in insurance based on multifactor models.
For example, in auto insurance, scoring models often use the age of persons allowed to drive a
vehicle (TS), as well as the power of the vehicle (Southwell, 2008).
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Modern scoring systems based on ML algorithms make it possible to take into account
complex nonlinear dependencies, use a wide range of data, including behavioral and external
sources, and dynamically adapt to changing market conditions.

The relevance of using machine learning methods in calculating insurance premiums and
predicting risks lies in their adaptability and the ability to detect nonlinear dependencies in a
large amount of data.

Linear regression models (Varghese and Dash, 2012) and decision tree models (Breima,
2001; Salzberg, 1994) have become the most widespread in insurance scoring systems. Howev-
er, these groups of methods have limitations that reduce their effectiveness. Thus, logistic re-
gressions often have insufficient accuracy, especially when it comes to nonlinear dependencies
or regression parameters are subject to multicollinearity (Kuznetsova, 2015). In turn, a group
of machine learning methods based on decision trees are susceptible to overfitting (Karamazin,
2024; Salzberg 1994), and also have a low ability to scale, since when the system or data chang-
es, the model must be completely rebuilt.

Ensemble models, especially those based on boosting, are also widely used. Boosting allows
you to create models that consist of simple models combined sequentially, which reduces the
errors of each model (Chen and Guestrin, 2016; Diana et al., 2019).

At the same time, boosting models are subject to the problem of class imbalance, complexity
of configuration, and poor adaptability to sudden changes (Averro et al., 2023; Coskun and
Turanli, 2023).

In addition, neural networks are used, but currently their use in scoring models is limited.
Thus, it is of interest to conduct a study aimed at exploring the possibility of using neural net-
works to predict an insurance event, as well as to evaluate the quality of such models.

In this paper several research questions will be observed. First of all, it will be researched
whether multilayer neural networks with nonlinear activation functions will be effective method
for insurance events (claims) prediction. Secondly, the level of predictive accuracy by ROC-
AUC metric, which can be achieved with this method, will also be question of research. More-
over, advantages and disadvantages of neural network approach to the vehicle insurance will
be observed in this work. Furthermore, the possibility of practical applications of deep neural
networks will be considered.

Materials and Methods

There is great variability in machine learning methods which are taken into account for
dealing with insurance claim prediction. Firstly, models based on decision trees are wide spread
and were used in works

The research in this paper will be conducted on the basis of a dataset (Segura-Gisbert et
al., 2023) from the Kaggle repository, which characterizes the database of an auto insurance
company.

The advantage of the set (Segura-Gisbert et al., 2023) is a large set of attributes, which will
allow you to select only the most significant ones due to exploratory data analysis. In addition,
a large number of records in the dataset will allow it to be divided into training and verification
samples.

For further work, preliminary data processing was carried out. First of all, the parameters
were extracted from the time attributes, so, for example, the length of service attribute in nu-
meric format can be obtained from the "date of receipt of the driver's license" attribute. Fur-
ther, categorical features were also processed, as this is a prerequisite for their inclusion in the
neural network model (Valiullin, 2017; Barkov and Senotova, 2021). For encoding, the method
of encoding by the name of the feature class (Label Encoding) was applied. Other temporary
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attributes were also removed after that.

Also, one of the most important aspects in the pre-processing of the data was the removal
of the features 'N_claims_year', 'Cost_claims_year', 'N_claims_history', which determine the
number of claims under the policy, and the amount of claims. The removal of these features is
necessary, as they will create a data leakage when training a neural network model.

An additional loss attribute (‘claim_prob') was formed as a predicted feature, which is deter-
mined binarily (equal to 1 if there was a loss and 0 if there was no loss).

In addition, the data set is divided into training and test samples. The separation was made
in the ratio of 80% of the data included in the training sample, and 20% in the test sample.

Thus, the classification task is set to predict the occurrence of a loss {0,1}. The number of
regressors in this task is 14, which requires the use of a deep neural network.

Next, the architecture of the machine learning model was defined. A multilayer neural net-
work with nonlinear activation functions will be used to predict the probability of an insurance
event. The ReLU activation function will be used on the input and hidden layers of the neural
network, which looks like:
x,if x>0

RelLU(x)=max(0, x) {O, if X <0 1)

where x — variable on the input of the neuron.

According to (Dubey et al. 2021), this activation function allows solving the problem of de-
caying gradients and is the standard choice for most tasks solved using neural networks.

The sigmoid activation function (2) will be used on the output layer, which allows you to
project the values of the output variable to the interval [0,1], which corresponds to the problem

being solved. )

l+e™

(2)

Sigmoid(x) =

The mathematical description of the inner layers of a neural network can be represented as

(3) according to (Blier-Wong et al. 2020).
hj = ReLU(zj), j=1...,J
14

z, =Za)ijik +bj,j=1,...,J
k=1

where J is the width of the hidden layer, g is the activation function, x_ik are the input
parameters of the model, i is the observation number, and p is the number of input variables.

The next part is to select the number of hidden layers and the number of neurons on them.
According to (Aziz et al. 2024), there is no universal algorithm for selecting the number of
hidden layers and neurons per layer. Thus, you can be guided by empirical experience, and you
can vary the parameters during experiments.

The quality of the neural network model will be evaluated using a standard metric for the
classification problem ROC-AUC. Thus, according to (Stern 2021), the ROC curve shows the
ratio of true positive results and false positive results at different risk thresholds. In turn, the
AUC area under the ROC curve can be calculated using the formula (4).

AUC = j[ a=ns (r)jU ik (x)dx] dr @)

—-r

mean

3)

r mean

where x is an artificial variable for integration, r is the probability of an object belonging to a
positive class, f(7) is a probability density function, and 7,,,, is the mathematical expectation
of an object belonging to a class.

The advantages of using this metric are its invariance to class imbalance, as well as statistical
stability (Richardson et al. 2023).
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Results
During the experiments, the best classification accuracy values for the ROC-AUC metric
were obtained with the following neural network configuration and represented on Fig. 1.

Fig. 1. The view of neural network architecture.

In the process of training the model on the training sample, the saturation level of the model
was determined, after which an increase in the number of training epochs does not significantly
affect the accuracy of the model. The training schedule for the model is shown on Fig. 2.

Fig. 2. The plot of the dependence of the model's loss function on the learning epoch.

The graph shows that after 300 epochs, an increase in their number does not significantly
affect the accuracy of the model. After training the model, the model was validated on a test
dataset. The value of the ROC-AUC metric was also obtained (see Fig. 3).

Fig. 3. The plot of ROC curve for the final model.
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The exact value of the ROC-AUC metric was 0.72. A model with a similar metric value can
be classified as a model that has predictive power and value, but is not optimal.

Thus, the use of multilayer neural networks with nonlinear activation functions makes it
possible to solve the problem of predicting the occurrence of an insurance event. In addition,
this approach allows you to use the output value of the neural network, which is the probability
of an insurance event, when charging the cost of the policy.

Conclusion

In this paper, we investigated the use of a neural network with nonlinear activation functions
to solve the binary classification problem in predicting the occurrence of loss.

A distinctive feature of this study is the use of deep neural networks as opposed to methods
based on decision trees such as random forest or boosting methods. Moreover, approach with
neural networks is not a standard practice in insurance industry due to its low interpretability.
As a result, this research allows to evaluate nonstandard approach and make decision whether
it is useful to apply it in industry.

The resulting neural network model has predictive power, but it is not accurate enough for
industrial applications.

The advantage of using a neural network is that even in the classification task, its output
value takes values in the range from 0 to 1, which can be used as the probability of a loss on the
policy. This discretized value can be used more flexibly in insurance billing than a discrete value
of 0 or 1. Thus, this solution has high prospects for use in the billing of auto insurance policies.

However, the accuracy of the neural network model is not high enough for it to have in-
dustrial applications, so other machine learning models should be further explored to solve this
problem.

As a result, considering the research questions which are stated in introduction following
conclusions could be made. The deep neural network with nonlinear activation functions is not
as effective as it was expected because the value of ROC-AUC metric does not exceed 0.72. re
are several Thus, the practical application of deep neural networks in auto insurance seems to
be bounded due to its average evaluation results.

This is main disadvantage of this approach which was observed in this research. On the other
hand, there are several advantages of this method, such as nonlinear dependencies prediction,
which are also observed in this paper.
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and analyzed: an elementary image of a polynomial, linear regression with regularization, a
random forest, gradient boosting, and a neural network. The results were evaluated by metrics
MAE and accuracy of predicting the outcome. A model based on an elementary image of a
polynomial Kolmogorov-Gabor showed competitive accuracy comparable to more complex
ensemble methods, while maintaining advantages in computational efficiency and the potential
interpretability of the structure of nonlinear dependencies. It was concluded that it is advisable
to use this approach as an effective tool for building hybrid forecasting systems in sports
analytics.
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AnHoTammsi. B craThe mpeAcTaBiieH CpaBHUTENbHbBIN aHANU3 3((HEKTUBHOCTA METOMOB Ma-
IIMHHOTO OOy4YeHUS ISl TIPOTHO3UPOBAHUS Pe3yIbTaTOB (hyTOOJBHBIX MaTdeid, ¢ (hOKyCOM Ha
NpUMEHEHUU 3JIeMeHTapHoro oopasa nonmHomMa KonmoropoBa-I'abopa. AKTyaabHOCTb MCCE-
JIOBAaHUST OOYCJIOBJIEHA HEOOXOUMOCTBIO BIOOpa COATAaHCUPOBAHHBIX IO TOYHOCTU, UHTEPIIpE-
TUPYEMOCTU Y BBIYMCIUTENBHOM CIIOXXHOCTH MOJENei B YCJIOBMSIX BBICOKOW CTOXaCTUYHOCTHU
CIIOPTUBHBIX NaHHBIX. HayuyHasi HOBM3HA 3aK/IIOYaeTcs B afamnTalliM 3JeMEHTapHOTro o0pasa
nonnHoMa Konmoroposa-I'abopa mist 3a1ay CIOPTUBHON aHAIUTUKK U €T0 KOMIJIEKCHOM CpaB-
HEHMU C IIUPOKUM CIIEKTPOM AJITOPUTMOB — OT KJIACCMUYECKOW PErpeccuy 0 TPaaueHTHOTO
OyctrHra. Ha ocHOBe MCTOPMYECKUX JaHHBIX MOCTPOCHBI U MPOAHATM3UPOBAHBI MOJIEU: 3JIe-
MEHTapHbIil 00pa3 MoJMHOMA, JIMHeHAsl perpeccusi, ClIydyalHbIi Jiec, TpaAiueHTHBI OYCTUHT
1 HellpoHHas ceTb. Pe3ynbTaThl olleHMBaIuCh Mo MeTpukaM MAE M ToOYHOCTM TipencKa3aHust
nucxona. Mozenb Ha OCHOBE 3JIeMEHTapHOro o6pa3a monvHoMma Koamoroposa-T'abopa (nKT)
Mmokasajia KOHKYPEHTHYI0 TOYHOCTh, COTIOCTaBUMYIO C 0OJiee CIIOXHBIMU aHCAMOJIEBBIMU Me-
TOJAMU, TIPU 3TOM COXPaHUB MPEUMYILECTBA B BBIYMCIUTEIbHON 3((MEKTUBHOCTU M MOTEHIIM-
TbHOU MHTEPIPETUPYEMOCTH CTPYKTYPhI HEJIMHEWHBIX 3aBUcHMocTeil. CrenaH BBIBOI O lieie-
CO00Pa3HOCTH MCIOJb30BaHMS JAaHHOTO MOAX0/Aa B KauecTBe 3((PeKTUBHOTO MHCTPYMEHTA IS
MOCTPOCHUSI TUOPUTHBIX MTPOTHO3HBIX CUCTEM B CIIOPTUBHON aHAJIUTHKE.

KioueBbie cjioBa: cpaBHUTEIbHBIN aHaAIM3, IMPOTHO3MPOBAHUE pPe3yabTaToB, (yTOOJ, 2IIe-
MEHTapHBII 00pa3 nmonmHoMa Konmoroposa-I'abopa, MalimHHOe OOy4YyeHUE, CIIOPTUBHAS aHa-
JIMTHUKA, TPaIUEHTHbII OYCTUHTI, CyJdallHbI Jiec, HEMpOHHAsl CeTh, PEIrPECCUOHHBIN aHAIU3

HMas muruposanus: Kosanesckas 0., CBetyHpkoB C. CpaBHUTENIbHBIN aHAIW3 METOJOB
MaIllMHHOTO 00y4YeHH sl ¢ TpUuMeHeHreM nojuHoMa Konmoroposa-I'aGopa mis mporHo3uposa-
HUS pe3yJIbTaTOB CIIOPTUBHBIX COOBITUI // TexHoakoHoMuKa. 2025. T. 4, No 4 (15). C. 44—55.
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DTO cTaThsl OTKPHITOTO MOCTYyMA, pactpocTtpansemasi o guieH3nu CC BY-NC 4.0 (https://
creativecommons.org/licenses/by-nc/4.0/)

Introduction

In the field of sports analytics, especially when predicting the outcomes of sports matches,
analysts face the challenge of choosing a model that optimally combines accuracy, computa-
tional efficiency, and interpretability (Bunker R, Susnyak, 2022; Horvat, 2020). The high de-
gree of stochasticity of this process, due to the influence of numerous factors, requires methods
to be able to capture complex nonlinear dependencies in the data (Choi et al., 2023; Yeung
et al., 2023). Traditional statistical approaches, such as linear or logistic regression, are often
not flexible enough to describe such relationships (Andrianova et al.,2020; Afanasyev, 2020).
In turn, modern machine learning methods, including ensemble algorithms (random forest,
gradient boosting) and deep neural networks, demonstrate high approximation ability, but may
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have a number of disadvantages: high resource intensity, a tendency to overfitting on small
samples and low interpretability, which limits their analytical value (Balasanyan, Gevorgyan,
2016; Avakyants, Urubkin, 2017; Vladimirova, 2004)

An elementary image of the Kolmogorov-Gabor polynomial can serve as a promising com-
promise (Svetunkov, 2024). This approach, while preserving its polynomial nature, significantly
reduces the "curse of dimensionality" characteristic of a complete polynomial by a two-step
transformation: linear convolution of input features followed by a nonlinear polynomial trans-
formation of the result (Ivakhnenko, 1971; Zjavka, Snoieel, 2016). This makes it possible to
effectively model nonlinear dependencies, while maintaining a relatively simple procedure for
estimating coefficients. the least squares method. As a result, the model has increased inter-
pretability and stability based on limited amounts of data typical for analyzing sports seasons
compared to neural network architectures (Svetunkov, Chernyagin, 2024).

The relevance of the study is determined by the growing need for a methodology that allows
not only to obtain accurate forecasts, but also to identify key factors affecting performance.
Forecasting betting processes is of great practical importance for bookmakers and gamblers, as
it allows them to assess the probability of an event outcome and make decisions about partici-
pating in betting (Isanberdin, 2022). At the same time, modeling betting processes is a difficult
task, since such processes have nonlinear dynamics and non-stationarity. The scientific novelty
consists in adapting and applying the elementary image of the Kolmogorov-Gabor polynomial
to the task of predicting the results of football matches; in conducting a comparative analysis of
the effectiveness of the elementary image of the KGp with basic (linear regression) and modern
machine learning methods (gradient boosting, random forest, neural networks) on a single set
of data and metrics; in evaluating the elementary the image of the KGp in terms of the balance
between prediction accuracy, learning rate, and the potential for interpreting the resulting de-
pendencies (Marateb et al., 2023; Yeung et al., 2023).

The aim of this article is to compare the accuracy and effectiveness of various machine
learning methods, including the elementary image of the Kolmogorov-Gabor polynomial, for
predicting quantitative (total number of goals in a match) (Belov, Chistyakova, 2008). To
achieve the goal, the following tasks are being solved: a) collection and preprocessing of a set
of historical data; b) implementation of a model based on an elementary image of the KGp and
training and validation of alternative models; ¢) comparative analysis of results based on a set
of metrics (MAE, RMSE, accuracy) and visualizations.

Materials and Methods

Historical data from Zenit football club matches from open sources was used to build and
compare models. The target variable y was the number of goals scored by the team in a par-
ticular match (an integer value from 0 to 8). Eight indicators characterizing the match and the
opponent were used as independent variables (signs):

X, : match status (1 — home, 0 — away);

x,: the average number of goals conceded by the opponent at home and away during the
season;

x; : the opponent's position in in the standings;

x,: the number of goals scored by the opponent in previous matches;

X, : the percentage of possession of the opposing team;

X, : the average number of shots allowed by the opponent on his own goal per match;

x,: the percentage of matches in which the opponent did not concede goals (percentage of
"dry" matches);

X, : the average number of goals scored by the opponent in the matches of the season;
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X, : the average number of expected goals that the opponent can concede in the match
(xGA).

All features were standardized before being used in polynomial and linear models:

X' = X~ H
O-i

Where u, and o, — the mean and standard deviation of the sample.

As part of a comparative analysis of machine learning methods for predicting sports events,
five different machine learning algorithms were implemented and evaluated: an elementary im-
age of a polynomial, linear regression with regularization, a random forest, gradient boosting,
and a neural network.

The Kolmogorov-Gabor polynomial (KGp) is a functional series designed to approximate
complex nonlinear dependencies between multiple input variable X, X,,..., X, and the output
variable y. It has the followmg form for m 3 (number of factors) (Svetunkov 2024):

y=a, +Za1xl +ZZalexj +Zzz%kxlx X, +

i=l j=i k=j
The main disadvantage of the full KGp is the exponential growth in the number of terms

with an increase in the number of factors m, which leads to the problem of the "curse of di-

mensionality” and increases the risk of overfitting. To overcome these limitations, the paper

uses an elementary image of the Kolmogorov-Gabor polynomial, a simplified two-stage model:
1. Linear convolution signs:

)A; =b,+bx, +b,x, +...+D x,

2 Polynomral convolutron transform

Y=oy +cz(y )+t (y >

where k — the degree of the polynomral (usually k < 4).

The coefficients are b, and ¢; estimated using the ordinary least squares (OLS) method. This
approach retains the ability to approximate nonlinear dependencies with a significantly smaller
number of estimated parameters.

The practical implementation of the elementary image of the KGp in the work was carried
out through an equivalent construction based on second-order polynomial features:

— the original features were scaled using StandardScaler;

— the transformation into a second-order polynomial space (including all squares and pair-
wise products of features) was performed;

— ridge regression with L2 regularization was used to estimate the coefficients (Izonin et al.,
2024; Selvaraj et al., 2016):

y=X,, [, where ff= argmm”y Xpalyﬁ” +a||ﬂ||

where X,
coefficient.

The final predictions were rounded to integers and limited to the range [0, 8] corresponding
to the realistic number of goals in a football match.

To conduct a comparative analysis, in addition to the elementary image of the KGp, the
following algorithms were implemented:

1. Linear regression is a classic statistical method which serves as a baseline for estimating
the minimum achievable accuracy using linear methods.

2. Random Forest is an ensemble method based on bagging, which builds a set of decision
trees on various subsamples of data and features, then aggregates them predictions by averaging.
The algorithm effectively captures nonlinear dependencies and interactions between features,

is the matrix of extended polynomial features, and ¢ = 1.0 is the regularization
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and is resistant to overfitting and outliers.

3. Gradient Boosting is a modern ensemble method that consistently builds decision trees,
each of which learns from the mistakes of the previous ones. Gradient boosting refers to state-
of-the-art approaches for tabular data and often shows the best results in regression tasks. The
implementation was used in the work GradientBoostingRegressor with 100 trees, a maximum
depth of 3 and a learning rate of 0.1.

4. Fully connected Neural Network (Neural Network) is a deep learning model with one
hidden layer of 128 neurons with a ReLU activation function. The training was conducted over
30 epochs using the Adam optimizer and the MSE loss function. Neural networks have a high
approximation capability (the universal approximation theorem), but require more computa-
tional resources and are more difficult to interpret compared to other methods (Svetunkov,
2024).

For the assessment and comparison of models the following metrics were used:

1. Mean Absolute Error (MAE):

n

MAE:lz

n'io
where Y; is the actual value, y, is the predicted value, n is the number of observations. MAE
measures the average magnitude of the forecast error in natural units (goals).
2. Root Mean Square Error (RMSE):

1< ~
RMSE = ;Z(yi—yi)z
i=1

RMSE is more sensitive to large forecast errors, which is important when assessing risks in
forecasts.
3. Accuracy:

Y=Y

Number of exact matches

Accuracy = *100%

Total number of predictions
4. Accuracy = 1 goal is the percentage of matches in which the discrepancy between the
forecast and the fact did not exceed one goal. This metric is important for assessing the practical
applicability of models in conditions of high stochasticity of football matches, where accurate
prediction of a specific score It is an extremely difficult task.

Results and Discussions

As part of the study, five machine learning models were built and tested to predict the num-
ber of goals scored by Zenit Football club in the last 10 matches of the 2022-2023 season. To
assess the quality of forecasts, the metrics of average absolute error (MAE), RMS error (RM-
SE), the proportion of exact matches and the proportion of matches with a deviation of no
more than one goal were used. The results of the comparative analysis are presented in Table 1.

Table 1. Comparison of forecast accuracy of different models.

Model MAE RMSE Accuracy Accuracy * 1 goal
Elementary image of the KGp 1.5 1.97 30% 50%
Linear Regression 1.5 1.92 30% 50%
Random Forest 1.2 1.61 20% 80%
Gradient boosting 1.3 1.76 30% 60%
Neural network model 1.1 1.3 20% 70%
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In a comparative analysis of five Zenit performance forecasting models based on the metrics
MAE, RMSE, accuracy and accuracy * 1 goal, the neural network showed the best result for
MAE (1.1) and RMSE (1.30), which indicates the minimum average deviation of forecasts.
However, in terms of practical applicability (£1 goal), a random forest leads with a score of
80%, while the neural network demonstrates 70%, and the elementary image of the Kolmog-
orov-Gabor polynomial and linear regression are 50% each. At the same time, according to
the accuracy of the exact matches of the KGp, the linear regression and gradient boosting
showed a maximum of 30%, while more complex models showed 20%. Thus, for tasks where
the minimum average error is critical, a neural network is optimal; for the maximum practical
usefulness of forecasting, a random forest; and for analytical tasks requiring interpretability of
the contribution of features, the elementary image KGp, which, without yielding in accuracy,
ensures the transparency of the model by analyzing the coefficients of the polynomial.

Figure 1 shows the predicted values of the model based on the elementary image of the
Kolmogorov—Gabor polynomial compared to the actual results. Figures 2,3,4,5 illustrate the
results for the linear regression, random forest, gradient boosting and neural network models,
respectively. A summary comparison of the three models is presented in Figure 6.

Fig. 1. Graph of the forecast of the number of goals scored by the Zenit team for 10 matches
using a model based on the elementary image of the Kolmogorov—Gabor polynomial.

Fig. 2. Graph of the forecast of the number of goals scored by the Zenit team
for 10 matches using a model based on the linear regression.

Fig. 3. Graph of the forecast of the number of goals scored by the Zenit team for 10 matches
using the random forest model.
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Fig. 4. Graph of the forecast of the number of goals scored by the Zenit team
for 10 matches using a model based on the gradient boosting.

Fig. 5. Graph of the forecast of the number of goals scored by the Zenit
team for 10 matches based on a neural network model.

Fig. 6. Comparison of model forecasts with actual values of the number of goals scored by the Zenit team.

To demonstrate the key advantage of the model - its interpretability - an analysis of the most
significant features in the polynomial model was carried out. Since the elementary image of the
Kolmogorov-Gabor polynomial is implemented through second-order polynomial features, we
can analyze the coefficients of the resulting model. Figure 7 shows the top 10 most significant
terms of the polynomial.
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Fig. 7. Top 10 most significant terms of the polynomial.

The analysis of the significance of the coefficients of the polynomial model revealed the key
performance factors of FC Zenit. The most significant individual factor turned out to be the
status of the match: playing at home significantly increases the likelihood of more goals scored
(Bussgang et al., 1974). The second most powerful limiting factor was the defensive reliability
of the opponent, measured by the percentage of "dry" matches. At the same time, the great-
est complex threat to Zenit's attack is created by teams combining high ball possession with
organized defense - their interaction in the model showed the maximum negative effect after
the home factor. Non-linear effects, such as the square of home status, and interactions, such
as the opponent's position with his defensive discipline, also have a significant impact. These
results emphasize that for an accurate forecast, it is necessary to take into account not only the
individual indicators of the opponent, but also their impact depending on the conditions of the
match (Enikeeva, 1992).

Conclusion

As part of the research, the main goal was successfully achieved - a comparative analysis of
the accuracy and effectiveness of various machine learning methods for the task of quantifying
the performance of football matches was carried out. Special attention was paid to assessing the
prospects of using the elementary image of the Kolmogorov-Gabor polynomial in the context
of sports analytics (Luparev, Svetunkov, 2025). To achieve this goal, all tasks have been consist-
ently solved: the collection and preprocessing of a set of historical match data has been carried
out; and a forecasting model based on the elementary image of the KGp has been implemented,;
in parallel, they have been trained alternative models: linear regression, random forest, gradient
boosting, neural networks); a comparative analysis of their work was carried out based on a
comprehensive set of metrics (MAE, RMSE, accuracy, accuracy * 1 goal) using visualization
methods. The results obtained allow us to state that the model based on the elementary image of
the Kolmogorov-Gabor polynomial has demonstrated a quite competitive level. accuracy. The
indicator of 30% accurate matches of the actual and predicted values of the number of heads
is not inferior to the results shown by such modern and powerful methods as gradient boosting,
and even surpasses the random forest and neural network model in this parameter. This is a
significant result, given the relative simplicity and computational efficiency of the polynomial
model compared to more complex algorithms (Enikeeva, 1992; Vereshchagin, 2013; Cherny-
agin, 2024)

At the same time, as expected, the key advantage of the complementary image of the KGp
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over the alternatives remains its full interpretability and explainability. Unlike "black box" mod-
els (neural networks, ensembles of trees), the structure of the polynomial allows not only to
make a forecast, but also to conduct a deep analytical analysis of the factors that determine it.
The researcher gets the opportunity to quantify the contribution of each initial feature (match
status, opponent statistics, etc.), as well as analyze the strength and nature of nonlinear in-
teractions between them. This It transforms the model from a simple forecasting tool into a
powerful analytical research tool capable of generating meaningful hypotheses about the nature
of athletic performance. Of course, by metrics such as the average absolute error (MAE=1.5)
and the standard deviation (RMSE=1.97), the polynomial model is inferior to the best of the
considered algorithms. However, this gap in accuracy can be considered an acceptable price
to pay for the acquired quality - transparency and controllability of the forecasting process. In
applied conditions, especially in the expert environment of coaches, analysts, and managers of
sports clubs, the ability to understand and argue the reasons for a forecast is often valued no
less, and sometimes more, than its extreme accuracy.

Thus, the results confirm the main hypothesis of the study: the elementary image of the
Kolmogorov-Gabor polynomial represents an effective methodological compromise. It offers
a balance between predictive power sufficient for practical use and a degree of explainability.
This makes it a valuable tool not only in the arsenal. a data science specialist who solves the
problem of forecasting, but also in the hands of a sports analyst who strives for an in-depth,
causal understanding of the factors influencing the success of a team. The prospects for further
development of the method are seen in the study of higher-order polynomials, the combination
of elementary KGp with other algorithms within the framework of ensemble approaches, as well
as in the adaptation of the methodology to other classes of predictive tasks in sports analytics
(Iliyasu et al., 2023).
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Abstract. The article explores the correlation between business process maturity levels and
organizational development stages, as defined by the Spiral Dynamics framework. The research
object is technology-intensive enterprises undergoing scaling and digital transformation. The
methodological approach integrates maturity assessment tools, including process audits,
structured interviews, and integrated maturity process index (MPI) calculation, with Spiral
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Annoranug. CraThsl MOCBSILEHA aHAJIU3Y B3aMMOCBS3M MEXIY YPOBHEM 3pEJIOCTU OU3-
HEC-MPOLECCOB U CTaAWSIMU OPraHM3alMOHHOIO Pa3BUTHSI, ONPENEIIeMbIMU B paMKaX MOIEIu
CrMpabHOM TMHAMUKA. OOBEKTOM MCCIICIOBAHMS BHICTYITAIOT TPEATIPUSITHS BEICOKOTEXHOJIO-
TUYHBIX OTpacjieil, HaXOASIIINeCsT B CTaATUM MacIITaOMpoBaHUS U IIU(GPOBOM TpaHCHOPMAIIUH.
MeTomoIOrnYecKrii MOIX0 ] BKIIIOYACT MPUMEHEHNE MHCTPYMEHTOB OIICHKM 3PEIOCTH, B TOM
YycjIe ayauTa IPOLIECCOB, CTPYKTYPUPOBAHHBIX MHTEPBBIO M pacdyéra MHTEIPaJIbHOTO MHIEKCA
3pesnoctu TpoueccoB (MPI), B coueraHuu ¢ AMAarHOCTUKOM IO CIMpaJIbHOM IMHAMUKE Ha OC-
HOBE aJaliTUPOBAHHBIX OIIPOCHUKOB, aHAIM3a MHACKCA UEPAPXMUYHOCTA M METOa KPUTUICCKUX
WHUUAEHTOB. Pe3ynbTaThl MOKa3aJlu CTaTUCTUYECKHM 3HAYMMYIO KOPPEJSIII0 MEXIY YPOBHEM
3pEJIOCTH TIPOIIECCOB M CTAIMSIMU IIEHHOCTHOTO pa3BUTHS opraHu3annii. Kelic-aHamu3 BbISIBUII,
yto IT-crapramel UMeOT TeHICHINIO Tepexoma oT cragun «OpaHXeBol» K «3eJ€HOi», Torma
KaK TPEINpUsTUSI ¢ CepTU(UKAIME COXpaHSIOT TOMMHHMpoBaHue «CHHEW» CTamuu, HeCMO-
TPsSI Ha BBICOKUI YPOBEHb 3pEIOCTH mpolieccoB. [loydeHHbIe pe3yIbTaThl ITOAYEPKUBAIOT, YTO
KYJIbTYPHOE COIJIaCOBAaHME SIBJISIETCSI KJIIOUEBBIM (PaKTOPOM YCHEIIHOM MG poBoil TpaHCchop-
Maluu. B mpakTruyecKoMm IIaHe MpelToXeHbl PEKOMEHAAMM T10 MO3TANHON CTaHIapTU3aluy
IIJIST OpTaHW3alldii paHHETO Pa3BUTHUSI, CTPATETUsIM KyJBTYPHOU amallTallid I PEeTYINPYEeMBbIX
oTpacieil, a TakKke MeXaHM3MaM pa3pelicHUs KOH(IMKTOB B TMOPUIHBIX OPraHM3allMOHHBIX
cpenax.

KioueBbie ciioBa: 3pejiocTh OU3HEC-TPOIIECCOB, CMUpaibHAs AMHAMUKA, OPraHU3alMOHHOE
pa3BHUTHe, KYJBTYpHOE COTJIacoBaHUe, IUdpoBast TpaHCchopMalvs, yrpaBieHUe MpoleccaMi,
IT-crapTamnsl, peryjiupyeMble OTpaciv, MHHOBALMOHHbIE XaObl, OPraHM3aLIMOHHAS KYJIbTypa

Jng nmutupoBanus: IlImbirons T. CooTHollleHUE YPOBHEM 3peaocTU OM3HEC-MPOLECCOB U
CTaauii pa3BUTHS O CMIUMPATbHONW TUHaAMKKe B mpennpusatusix // TexHoskonomuka. 2025. T.
4, Ne 4 (15). C. 56—69. DOI: https://doi.org/10.57809/2025.4.4.15.4

DTO cTaThsl OTKPHITOTO AOCTYyIa, pacnpoctpaHsaeMas mo JuueH3uu CC BY-NC 4.0 (https://
creativecommons.org/licenses/by-nc/4.0/)

Introduction

The object of this study is organizations operating in technology-intensive industries — pri-
marily IT scale-ups, pharmaceutical plants under GMP regulation, and corporate innovation
hubs — where business process formalization and cultural transformation occur simultaneously.
These companies face the dual challenge of achieving process standardization while adapting
their organizational culture to conditions of rapid growth and digitalization. The selected or-
ganizations represent sectors where both the requirements for regulatory compliance and the
need for continuous innovation are especially acute, making them appropriate cases for exam-
ining the interplay between process maturity and cultural development.

The relevance of the study arises from the fact that most digital transformation initiatives fail
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to achieve their intended outcomes. According to Gartner (2023), nearly 70% of such programs
underperform, while McKinsey (2022) identifies cultural resistance as the primary barrier to
sustainable transformation. Even organizations that achieve high maturity levels in terms of
business process management (e.g., MPI > 4.0) often fail to realize the expected benefits be-
cause of cultural inertia. Conversely, organizations with adaptive cultural systems sometimes
embrace innovation but lack the process discipline needed for scaling. These findings highlight
that process formalization and cultural adaptability represent complementary but not inter-
changeable drivers of organizational success.

A significant body of literature exists on Business Process Maturity Models (BPMM).
Frameworks such as CMMI, ISO 330xx, PEMM, OPM3, and more recent approaches describe
progressive stages of maturity from ad-hoc to optimized processes (Van Looy, 2021). Studies
emphasize their role in improving quality, predictability, and efficiency (Flechsig et al., 2022).
BPMM applications have expanded beyond IT and software engineering to include healthcare,
manufacturing, logistics, and other domains, confirming their relevance as universal tools for
organizational development. At the same time, critical reviews note that maturity assessments
often overlook soft factors such as leadership styles, communication practices, and organiza-
tional values, which are essential for sustainable change.

Parallel to this, Spiral Dynamics identifies successive developmental tiers within collective
value systems. These include a tier centered on structure, discipline, and adherence to estab-
lished authority (traditionally associated with a “Blue” coding), followed by a tier oriented
toward strategic innovation, individual achievement, and competitive market dynamics (of-
ten coded as “Orange”). The progression further extends to a tier that prioritizes communal
well-being, collaborative networks, and empathetic, consensual decision-making frameworks
(typically referenced with a “Green” code). These distinct value configurations become materi-
ally embedded in an organization's structural design and its prevailing operational and manage-
rial methodologies (Martinek-Jaguszewska et al., 2022). Recent empirical studies demonstrate
the applicability of Spiral Dynamics to diagnosing organizational readiness for transformation,
especially in the context of cross-cultural and knowledge-intensive environments (Schunter,
2025).

Nevertheless, the intersection of these two perspectives remains underexplored. Existing
studies either focus on process formalization without considering cultural dynamics or analyze
cultural evolution independently of process maturity. Research linking the two — for example,
examining how maturity levels correlate with specific value stages — is scarce. While maturity
models provide metrics for assessing procedural development, and Spiral Dynamics highlights
cultural readiness, there is limited work that empirically integrates these approaches to capture
their combined effect on transformation outcomes.

This work builds on the contributions of Van Looy (2021) in comparative analysis of matu-
rity models, Flechsig et al. (2022) in studying digital transformation maturity, and Olsen et al.
(2023) in exploring cultural barriers to organizational change. It also draws on recent studies
that adapt Spiral Dynamics to organizational contexts, synthesizing insights from both streams
of literature. By integrating these perspectives, the study addresses the identified gap and pro-
vides a framework for analyzing dual dependencies of process maturity and cultural stage.

The aim of the study is to analyze the correlation between business process maturity levels
and organizational development stages as defined by Spiral Dynamics. To achieve this aim, the
following objectives are set:

1. To identify representative organizational contexts where both process maturity and cul-
tural dynamics are observable.

2. To design a methodology integrating maturity assessment (MPI) and Spiral Dynamics
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diagnostics.

3. To validate correlations empirically through case studies in IT, pharmaceutical, and in-
novation hub environments.

4. To interpret the implications of mismatches between process maturity and cultural stages
for managers and policymakers.

Materials and Methods

The study was designed as a multiple case analysis of organizations operating in technol-
ogy-intensive industries. This approach was selected because it enables comparative insights
across different contexts while preserving the depth of within-case investigation. The analysis
covered three categories of organizations, representing distinct regulatory and operational en-
vironments:

1. IT scale-ups (50—500 employees), characterized by rapid growth, implementation of
Agile/DevOps practices, and transitions from entrepreneurial to more formalized structures.
These companies were chosen because they frequently face challenges of codifying informal
knowledge and scaling collaborative practices into standardized processes.

2. Pharmaceutical and aviation manufacturers, operating under strict GMP and IATF com-
pliance. These firms are subject to high requirements for process documentation, risk manage-
ment, and external audits. They represent a context where maturity models are often applied,
but cultural adaptability is limited by formal regulations.

3. Corporate innovation hubs, functioning as adaptive units embedded in larger bureaucratic
organizations. These entities often display divergence between their own progressive culture
and the conservative environment of parent companies, making them valuable for exploring
conflicts between maturity and cultural alignment.

Organizations were selected according to two inclusion criteria: (1) the availability of reliable
and verifiable data on process maturity, and (2) evidence of observable cultural patterns that
could be consistently mapped to Spiral Dynamics stages (Szelagowski et al., 2024). Cases that
lacked transparency or sufficient access for data triangulation were excluded.

Data were collected using a triangulation approach, which combined artifacts, structured
interviews, and direct observation. This design was intended to minimize bias and ensure robust
validity.

Artifact audits included the examination of documented process outputs:

1. IT companies: GitHub commit frequency, unit test coverage (>70% threshold), and CI/
CD build success rate (>85%) were used as indicators of technical process discipline.

2. Manufacturing companies: PFMEA maps, MES downtime logs (>300 events per quarter),
and SCADA deviations provided objective metrics of operational stability.

3. Pharmaceutical companies: GMP deviation reports and CAPA closure times reflected
compliance and corrective practices.

Structured interviews were conducted with middle managers, team leaders, and compliance
officers. A standardized protocol was developed using OPM3 and ISO/IEC 330xx as reference
frameworks (Olsen et al., 2023). Sample questions included:

1. “What criteria are used to trigger process redesign?”

2. “Which KPIs are monitored to ensure process stability?”

3. “How are deviations escalated and resolved?”

Interviews were audio-recorded, transcribed verbatim, and analyzed through grounded theory
coding. Codes were validated by two independent researchers to increase inter-coder reliability.

Direct observation consisted of shadowing 3—5 critical process cycles within each organ-
ization. Observers mapped process execution against ISO/IEC 33020 benchmarks, recording
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deviations and corrective actions. Field notes were later compared with formal documentation
to validate consistency (Moedt et al., 2024).
Business process maturity was assessed using the Maturity Process Index (MPI), defined as:

2 W *L)
Mpr ==l 2
N

where W, is the weight assigned to process area i (e.g., R&D = 0.4, Quality Control = 0.3,
Supply Chain = 0.3), L, is the maturity level (1—35), and N is the number of processes evaluated
(Shcheleyko and Kreshtinkova, 2024).

This weighted composite score allowed for differentiation between sectors where certain
processes (e.g., R&D in IT, Quality Control in Pharma) are disproportionately critical to per-
formance.

Organizational culture was assessed using the Spiral Dynamics Index (SD_Index), a com-
posite measure integrating three diagnostic instruments (Feld, 2022):

1. GVST—4 questionnaire, adapted for organizational contexts. Reliability testing yielded
Cronbach’s a > 0.80.

2. Hierarchy Index (HI), derived from linguistic analysis of internal documents. Ratios of
directive vs. cooperative verbs were calculated, with values such as Pharma HI = 2.5 and IT
HI =1.1.

3. Critical Incident Technique (CIT), applied through interviews focusing on company re-
sponses to crises such as regulatory audits, product recalls, and scaling bottlenecks.

The composite index was calculated as:

SD Index=0,4*GV ST +0,3*HI +0,3*CIT

This weighting scheme was chosen to balance psychometric reliability (GVST) with behav-
ioral and documentary evidence (HI and CIT).

To ensure reproducibility and robustness of results:

1. Reliability. All instruments were tested using Cronbach’s ¢ , with thresholds above 0.70
considered acceptable. Inter-coder reliability in qualitative coding exceeded 85% (Baroiu, 2022).

2. Triangulation. Artifact audits, interview data, and observational data were cross-validated.
Discrepancies between sources were explicitly documented and analyzed.

3. Statistical testing. Spearman’s rank correlation was used to test monotonic relationships,
while linear regression models were applied to evaluate predictive validity of MPI for SD_Index
(Ilyin, 2022).

4. Ethical considerations. All participants were informed about the purpose of the study, and
sensitive data (e.g., audit results, incident reports) were anonymized before analysis.

Results and Discussion

The quantitative analysis revealed a statistically significant positive correlation between pro-
cess maturity and cultural development stages. The linear regression demonstrated R*= 0,61,
with p < 0,05, indicating that process maturity is a reliable predictor of organizational culture
alignment (Aubouin-Bonnaventure et al., 2023). This result suggests that improvements in the
formalization of processes are generally accompanied by movement to higher value stages with-
in Spiral Dynamics.

Figure 1 shows the regression relationship between MPI and SD_Index, confirming the
presence of a linear dependency. However, not all organizations followed the trend equally.
Outliers, such as pharmaceutical plants with MPI above 4.0 but stagnating SD Index val-
ues, indicate a mismatch between formalized processes and conservative cultural environments
(Portner, 2025). This demonstrates that regulatory-driven maturity may create an illusion of
development, while cultural inertia continues to dominate organizational behavior.
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Fig. 1. Regression between MPI and SD_Index.

Table 1 summarizes the average MPI and SD_ Index values across sectors. The analysis
shows clear sectoral distinctions.

1. IT companies are characterized by relatively low MPI (=2.9) but a higher SD_Index
(=3.2). This combination indicates adaptability, openness to innovation, and reliance on Agile
principles, but weak formalization of supporting processes.

2. Pharmaceutical plants demonstrate advanced process maturity (~4.3), driven by GMP
compliance and audits, yet cultural indices remain low (=~ 3.0). These organizations maintain
rigid hierarchical Blue structures, prioritizing stability and control over adaptability.

3. Innovation hubs represent an intermediate case (MPI ~3.5, SD Index =3.3). They
combine elements of flexibility and formalization but frequently encounter cultural conflicts be-
tween progressive subunits and conservative parent organizations (Okushola and Levina, 2025).

Table 1. Average MPI and SD_Index across sectors.

Sector MPI (avg.) SD_Index (avg.) Interpretation
IT scale-ups 29 3.2 Adaptive but weakly formalized
Pharma plants 4.3 3.0 Process-driven, culturally rigid
Innovation hubs 3.5 3.3 Balanced but conflict-prone

Figure 2 visualizes these differences in the form of bar charts, highlighting how sectoral con-
text moderates the MPI—SD relationship.
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Fig. 2. Average MPI and SD_Index across sectors.

A more granular analysis was performed for three key domains: R&D, Quality Control, and
Supply Chain. Figure 3 presents radar charts of process maturity across these domains.

1. Pharmaceutical companies show consistently high maturity values across all domains due
to regulatory requirements. Their strength lies in balanced development, though cultural rigidity
remains a limiting factor.

2. IT firms demonstrate strong R&D orientation but underinvestment in quality control and
supply processes. This creates innovative but unstable environments where product scaling is
difficult.

3. Innovation hubs reveal asymmetry: high R&D maturity contrasts with fragmented oper-
ational domains, reflecting their dual role as experimental units within corporate frameworks
(Lopez and Hildebrandt, 2024).

Fig. 3. Process maturity profiles by sector.

62



4 -

Beyond the sectoral averages, the analysis revealed that variance within individual organi-
zations was sometimes more significant than variance between sectors. For example, in several
IT firms, R&D maturity was assessed at level 4, while Quality Control remained at level 2,
indicating an imbalance between innovation and operational stability. In contrast, pharmaceu-
tical plants demonstrated consistently high maturity across domains, but their SD_Index values
stagnated, reflecting cultural resistance to change (Shishkina et al., 2025). These intra-organ-
izational discrepancies suggest that maturity assessments should not be limited to aggregated
MPI values but must also capture domain-level dynamics that directly influence the success of
transformation initiatives.

Despite the overall correlation, several cases revealed misalignment between maturity levels
and cultural stages. Table 2 summarizes representative mismatch cases.

1. Pharmaceutical plant (MPI = 4.2, SD Index = 3.0): despite very high maturity, cul-
tural dominance of Blue values prevents adoption of more adaptive practices. Transformation
projects stall due to resistance from middle management.

2. Startup (MPI = 2.8, SD_Index = 3.5): processes remain informal, yet the culture is ori-
ented toward collaboration and experimentation (Green). This creates rapid innovation cycles
but exposes the company to risks when scaling (Castelli et al., 2025).

These results demonstrate that high maturity does not guarantee cultural readiness for trans-
formation, and vice versa. Misalignment represents a critical barrier for sustainable digital
transformation.

Table 2. Mismatch cases between MPI and SD_Index.

Organization MPI SD_Index Mismatch Description
Pharma Plant 4.2 3.0 High maturity, but conservative Blue culture
Startup 2.8 3.5 Low maturity, but adaptive Green culture

To translate findings into practice, Table 3 presents managerial scenarios.

1. High MPI — Low SD_Index: bureaucratic rigidity dominates. In such cases, investments
into cultural adaptation, leadership development, and employee engagement are necessary be-
fore further process optimization (Ivanova and Bardina, 2022).

2. Low MPI — High SD_Index: lack of standardization leads to operational inefficiencies.
Here, lightweight frameworks (e.g., SAFe, Lean startup formalization) should be introduced to
stabilize scaling without destroying cultural flexibility.

3. Balanced MPI—SD: organizations in this zone demonstrate integrated transformation
potential. For them, the recommendation is to scale processes systematically while preserving
adaptability as a competitive advantage.

The observed discrepancies between maturity and cultural alignment have direct manageri-
al consequences. Organizations with high maturity but stagnant cultural development tend to
underperform in innovation projects, as strict compliance systems discourage experimentation.
Conversely, firms with adaptive cultures but weak formalization face difficulties in scaling, since
the absence of standardized processes leads to operational inefficiencies. These patterns high-
light the importance of dual monitoring: managers should evaluate not only process indicators
such as MPI but also cultural readiness as captured by SD_Index (Brock et al., 2024). Inte-
grating both perspectives allows decision-makers to anticipate transformation risks and design
targeted interventions.

This framework provides a diagnostic tool that managers can apply when deciding whether
to focus resources on process improvements, cultural change, or integrated strategies.

63



Table 3. Managerial implications of MPI—SD alignment.

MPI-SD Scenario Observed Challenge Recommended Action
High MPI — Low SD_Index Bureaucratic rigidity Invest in cultural adaptation and change programs
Low MPI — High SD_Index Lack of standardization Introduce lightweight frameworks
_ Integrated . . o
Balanced MPI — SD transformation Scale processes while preserving adaptability

The findings support Gartner (2023), which emphasized cultural resistance as the dominant
barrier to digital transformation. They also extend McKinsey’s (2022) conclusion that up to
70% of transformation initiatives fail due to cultural misalignment (Gugelev and Chistyakova,
2024).

Previous works on BPMM confirmed the role of maturity in ensuring reliability and effi-
ciency but largely ignored cultural dimensions. Conversely, studies applying Spiral Dynamics to
organizations highlighted value systems but without connecting them to formal process assess-
ments (Shishkina et al., 2025).

By integrating both perspectives, this study provides evidence that organizational transfor-
mation depends on dual alignment: technical process maturity and cultural stage (Gugelev and
Chistyakova, 2024). This dual dependency model offers explanatory power beyond traditional
BPMM and cultural frameworks when applied separately.

The study confirmed a direct positive dependency between the Maturity Process Index
(MPI) and the Spiral Dynamics Index (SD_Index), indicating that higher levels of process
maturity are generally associated with more advanced cultural stages in organizations:

SD _ Index o MPI

where R* =0,61, p<0,05

To address the research objectives established in the introduction, the study yields the fol-
lowing conclusions regarding their fulfillment:

The research successfully identified and examined three distinct organizational types as case
studies—IT scale-ups, pharmaceutical manufacturers, and corporate innovation hubs. Each
type exhibited a unique configuration of process discipline and cultural profile, which facilitated
a robust comparative analysis across sectors.

A novel methodology was constructed and empirically tested. This approach integrates the
quantitative assessment of process maturity via the MPI with a composite diagnostic for cultural
stage, the SD_Index. The SD_Index synthesizes findings from an adapted GVST-4 instrument,
computational linguistic analysis, and the Critical Incident Technique (CIT).

The practical application of this integrated methodology not only substantiated the general
positive correlation between MPI and SD_Index but also uncovered specific sectoral patterns
and deviations. It enabled the documentation of concrete instances of misalignment between
process maturity and cultural development.

Based on the detailed analysis of these misalignment cases, the study formulated specific
managerial scenarios and actionable recommendations (see Table 3). These guidelines prescribe
tailored interventions based on the diagnosed imbalance between procedural maturity and cul-
tural advancement, thereby equipping practitioners with a practical diagnostic tool.

It was established that sectoral context moderates this relationship:

1. IT companies exhibit a relatively lower MPI paired with a higher SD Index, indicating
a context where cultural adaptability is high, but formalization remains underdeveloped.

2.  Pharmaceutical enterprises demonstrate a high MPI yet a stagnating SD_Index, reveal-
ing a reality of mature, compliance-driven processes coexisting with cultural rigidity.
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3. Innovation hubs present intermediate outcomes, frequently characterized by internal
subcultural tensions between their agile units and the more traditional parent organizations
(Kravchenko et al., 2022).

A nonlinear dependency was observed: high maturity does not always lead to cultural ad-
aptability, and cultural flexibility does not always result in process reliability (Khalifa et al.,
2021). This demonstrates that the relationship between process maturity and cultural stage is
conditional upon regulatory and organizational environments.

The analysis of mismatch cases showed that deviations from the general correlation represent
critical transformation risks. Organizations with MPI > 4.0 but low SD_ Index face cultural
inertia, while those with MPI < 3.0 but high SD_Index face risks of operational inefficiency.

Managerial recommendations were derived as conditional dependencies:

1. For MPI > 4.0 and SD_Index < 3.2: cultural transformation programs must precede fur-
ther process optimization.

2. For MPI < 3.0 and SD_Index > 3.2: lightweight formalization frameworks should be
introduced to stabilize scaling.

3. For 3.0 < MPI with balanced SD_Index: organizations are positioned for sustainable in-
tegration of culture and processes.

A dependency was established between specific process domains and cultural orientation: IT
companies emphasize R&D maturity while underinvesting in quality control, whereas pharma-
ceutical plants balance all domains due to compliance pressure (Matys, 2022).

Comparison with previous research confirmed that the integration of BPMM and Spiral
Dynamics provides explanatory power beyond either model individually. Dependencies iden-
tified here expand on earlier BPMM studies (Skokova et al., 2024) by introducing cultural
moderators, and complement Spiral Dynamics applications (Levina and Galanova, 2022) by
embedding process formalization metrics.

The combined findings establish that digital transformation success depends on dual align-
ment:

Success = f(MPI,SD _Index)
where both maturity and cultural development act as necessary and interdependent condi-
tions.

Conclusion

The present study was aimed at analysing the correlation between business process maturity
levels (assessed via the Maturity Process Index, MPI) and organisational development stages
(measured through the Spiral Dynamics Index, SD_Index). The research objectives included:

1. identifying representative organisational contexts where both process maturity and cultural
dynamics are observable;

2. designing an integrated methodology combining MPI and Spiral Dynamics diagnostics;

3. empirically validating correlations through case studies in IT, pharmaceutical, and inno-
vation hub environments;

4. interpreting the implications of mismatches between process maturity and cultural stages
for managers and policymakers.

All objectives have been successfully addressed. Key findings and contributions:

1. The study revealed a statistically significant positive relationship between MPI and SD_
Index (R* =0,61, p <0,05), demonstrating that higher process maturity generally aligns with
more advanced cultural stages in organisations.

2. Distinct configurations were identified across sectors:

— IT scale-ups show lower MPI (=2.9) but higher SD_Index (= 3.2), reflecting adaptability
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and innovation orientation despite weak formalisation.

— Pharmaceutical plants exhibit high MPI (~4.3) but stagnating SD Index (~3.0), indi-
cating process-driven rigidity and cultural conservatism.

— Innovation hubs display intermediate values (MPI = 3.5, SD Index =~ 3.3), often
marked by internal cultural conflicts.

3. Cases of misalignment (e.g., high MPI with low SD_Index or vice versa) were document-
ed, highlighting risks such as bureaucratic inertia or operational inefficiency.

4. A novel diagnostic framework was developed, combining quantitative process assessment
(MPI) with a composite cultural index (SD_Index) that integrates psychometric, linguistic, and
behavioural data.

The findings provide managers with a dual-lens tool to diagnose transformation readiness.
By assessing both MPI and SD Index, organisations can:

1. identify imbalances between formalised processes and cultural adaptability;

2. tailor interventions (e.g., cultural change programs or lightweight formalisation frame-
works) to address specific gaps;

3. mitigate risks associated with digital transformation failures due to cultural or procedural
misalignment.

While the study establishes a robust correlation, several questions remain unexplored:

1. The causal direction of the MPI—SD _Index relationship (i.e., whether process maturity
drives cultural evolution or vice versa) requires longitudinal analysis.

2. The role of external factors (e.g., industry regulations, market volatility) in moderating this
relationship merits deeper investigation.

3. Application of the framework to non-technology-intensive sectors (e.g., public adminis-
tration, education) could test its generalisability.

The research confirms that sustainable organisational transformation depends on the **dual
alignment** of process maturity and cultural development. By integrating BPMM and Spiral
Dynamics perspectives, the study offers both a diagnostic tool and a conceptual advance, bridg-
ing a critical gap in transformation literature. The results can inform strategic decision-making
in scaling operations, cultural change initiatives, and regulatory compliance efforts across di-
verse organisational contexts.
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AHHOTanmusa. B maHHOM MccIeIOBaHNY M3yJaeTCs BIMSHUE IPOTHO3UPYIOIIETO TEXHUUECKOTO
oocmyxuBanus (ITTO) Ha 3KcIUTyaTaliiio BEpTOJIETOB, C aKIIEHTOM Ha €r0 BO3ACHCTBUE Ha Pyd-
HbIE TIPOBEPKHU, SKCIUIyaTallMOHHBIC pacXoIbl, 0€30IIaCHOCTb U CTpaxoBaHue. Mcmonb3yst Habop
JAHHBIX O MPOUCILIECTBUAX B aBUALIMU, CBSI3aHHBIX C TEXHUYECKUM OOCIY>XKMBaHUEM, B COUETa-
HUHU CO CTAaTUCTMYECKMM aHaJIM30M B R, MBI BBISIBIIIEM TCHICHIMM B YACTOTE IPOMCIIECTBUIA,
TSDKECTH TPaBM M pacIipeic;IeHUM CMEPTHOCTH 3a TOCIIETHIE YeThIpe NeCATUNICTAS. Pe3ynbTaTsl
TOKA3BIBAIOT, YTO, XOTS OOIIast YacToTa IMPONCIICCTBUI CHU3MIIACh, BHEAPEHNE ITPOTHO3ZUPYIO-
IIET0 TEXHUYICCKOTO OOCIYKMBAHUS KOPPEIUPYET C M3MEPUMBIM CHIDKCHHEM YHMCIa CMEPTEITh-
HBIX U CEPbE3HBIX TPAaBM, a TAKXKE SKCIUTYaTALIMOHHBIX PACXOI0OB U CTPAXOBBIX 00S3aTEIbCTB.
Haim BeIBOABI peKOMEHIYIOT Oosiee mmpokoe BHeapeHue ctpateruii [1TO, ocobeHHO B aBua-
LIMM OOLIEro Ha3HAYEHMSI M BEPTOJIETHBIX IapKax.

KioueBbie cjioBa: IIpOrHO3MPYEMOE TEXHHUECKOE OOCTYKMBAHME, SKCILIyaTallus BEpTOJIC-
TOB, 0€30IIaCHOCTDH II0JIETOB, CTPAaXOBaHUE, CTOMMOCTh TEXHMUYECKOTO OOCIIYy>KMBAHUS, pPydHast
npoBepka, R-ananus

Jdna mutupoBanusa: ['ym6o K. IIporHosupyeMoe TEXHUYECKOE OOCTYy>KMBAHUE B BEPTOJIET-
HOU 3KCIUTyaTalluu: BIUSHUE HA CTOMMOCTh TEXHUUYECKOTO OOCTyXuBaHUs, 0€30MacHOCThb
u crpaxoBaHue // Texnoskonomuka. 2025. T. 4, Ne 4 (15). C. 70—80. DOI: https://doi.
org/10.57809/2025.4.4.15.5

DTO cTaThsl OTKPHITOTO MOCTYIA, pacnpocTtpaHsemas 1o suieH3nu CC BY-NC 4.0 (https://
creativecommons.org/licenses/by-nc/4.0/)

Introduction

Helicopter operations play a critical role across multiple sectors, including emergency med-
ical services, offshore energy, law enforcement, search and rescue, and general aviation. These
missions are often conducted in demanding environments characterized by high utilization
rates, frequent power changes, and exposure to harsh environmental conditions. As a result,
helicopters are particularly vulnerable to maintenance-related failures, making safety assurance
and cost control persistent challenges for operators worldwide (Cokorilo et al., 2010; Ivanov,
Frolov, Dubgorn, 2024).

Traditional aircraft maintenance philosophies are primarily based on scheduled maintenance
and reactive corrective maintenance. Scheduled maintenance relies on fixed intervals derived
from historical averages and certification assumptions, which may not accurately reflect the ac-
tual health of individual components. Reactive maintenance, by contrast, addresses failures on-
ly after they occur, often resulting in unscheduled downtime, secondary damage, and increased
safety risk (Mobley, 2002). In helicopter operations, where transmission systems, gearboxes,
and rotor components are subject to complex dynamic loads, these approaches have inherent
limitations.
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Predictive maintenance represents an evolution of condition-based maintenance, leveraging
real-time and historical data to forecast component degradation and anticipate failures before
they occur (Jardine et al., 2006; ; Ivanov, Frolov, Levina, 2024). Advances in onboard sensors,
Health and Usage Monitoring Systems (HUMS), Internet of Things (IoT) architectures, cloud
computing, and machine learning (ML) algorithms have significantly accelerated the practical
implementation of PdM across aviation fleets (McKinsey & Company, 2020). Maintenance
decision-making is increasingly shifting from rule-based inspections toward data-driven risk
assessment and optimization (Vachtsevanos et al., 2006).

The economic pressures facing helicopter operators further intensify the relevance of PdM.
Rising maintenance costs, limited aircraft availability, and escalating insurance premiums—
particularly for legacy helicopter models—have created sustainability challenges for small and
medium-sized operators (Willis Towers Watson, 2023). Insurance providers increasingly factor
maintenance practices and historical risk exposure into underwriting decisions, making mainte-
nance strategy a direct determinant of financial viability (Allianz Commercial, 2023).

While fixed-wing aviation has benefited from extensive research and widespread adoption of
predictive and condition-based maintenance, helicopter operations present unique challenges.
Rotor systems, main and tail gearboxes, and drivetrains experience high vibration levels, varia-
ble loads, and fatigue-driven degradation that is difficult to capture through periodic inspections
alone (Heng et al., 2009). Consequently, there is a need for focused research evaluating the
real-world safety, economic, and insurance impacts of PdM specifically within helicopter fleets.

This paper addresses the following research questions:

1. How does PdM affect the frequency and severity of manual inspection findings?

2. What cost benefits does PAM offer compared to traditional maintenance?

3. How does PdM influence insurance claims and premiums?

Literature Review

Predictive maintenance originates from condition-based maintenance and prognostics re-
search developed in industrial machinery and manufacturing environments. Early foundational
work by Jardine et al. (2006) established the theoretical basis for diagnostics and prognostics
using condition-monitoring data, highlighting the economic advantages of early fault detec-
tion. Subsequent studies expanded these concepts through data-driven and machine learning
approaches, enabling remaining useful life (RUL) estimation and anomaly detection (Tsui et
al., 2015; Si et al., 2011).

In the aviation sector, prognostics and health management (PHM) has been widely applied
to engines, avionics, and rotating machinery. Lee et al. (2014) provide a comprehensive review
of PHM methodologies for rotary systems, emphasizing vibration analysis, feature extraction,
and fault classification—techniques directly applicable to helicopter gearboxes and rotor sys-
tems. Deep learning approaches have further enhanced predictive accuracy, particularly for
complex, nonlinear degradation processes (Muneer et al., 2021; Kabashkin et al., 2025).

Regulatory bodies have increasingly recognized the safety potential of data-driven mainte-
nance. ICAO’s Manual of Aircraft Maintenance Management promotes condition-based strat-
egies as a means to reduce unscheduled failures and operational risk (ICAO, 2020). EASA’s
DATAPP initiative demonstrates how data science applications can support safety oversight and
predictive risk assessment across European aviation operations (EASA, 2022). Similar frame-
works are being developed by the FAA to support continued operational safety (FAA, 2021).

Manufacturers have been early adopters of PdM in helicopter platforms. Airbus Helicop-
ters’ HUMS (Health and Usage Monitoring Systems) and Bell Textron’s condition monitoring
solutions rely heavily on vibration and usage data to detect early gearbox and bearing faults
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(Airbus Helicopters, 2021; Bell Textron, 2022). Henemohr et al. (2022) further demonstrate the
potential of integrating flight data sources for gearbox monitoring, expanding beyond traditional
sensor inputs.

Despite these advances, academic literature focusing on helicopter-specific PAM outcomes
remains limited. Most studies emphasize technical feasibility rather than operational or eco-
nomic impact. Insurance-related implications of PAM adoption are also underexplored, despite
industry reports from Allianz Commercial (2023) and Willis Towers Watson (2023) indicating
that maintenance-related risk is a key driver of premium increases in general aviation. This gap
motivates the present study, which connects safety data analysis with economic and insurance
considerations (IATA, 2022).

Methodology

The study analyzes 5,030 maintenance-related helicopter incident reports obtained from
publicly available aviation safety databases, covering the period from 1982 to 2024 (NTSB,
2023). Incidents were filtered to include only cases where maintenance, inspection, or me-
chanical failure was identified as a contributing factor. This approach ensures focus on failures
potentially addressable through improved maintenance strategies.

Data preprocessing, transformation, and visualization were conducted using the R program-
ming language. Key libraries included dplyr for data manipulation, ggplot2 for visualization,
and tidyr for data structuring. The analytical approach consisted of time-series analysis of in-
cident frequency, classification of injury severity (none, minor, serious, fatal), and aggregation
by manufacturer and helicopter model.

Several limitations must be acknowledged. Incident databases may contain reporting bias,
inconsistent categorization, and varying levels of detail across decades. Furthermore, the anal-
ysis focuses on correlation rather than direct causation between PdM adoption and safety out-
comes. Nevertheless, long-term trend analysis provides valuable insight into systemic changes
associated with evolving maintenance practices.

Results

Maintenance-Related Incident Trends

The time-series analysis reveals a long-term decline in maintenance-related helicopter inci-
dents, with a pronounced reduction after 2010. This period coincides with increased adoption
of digital maintenance tools, HUMS, and data-driven inspection planning across major oper-
ators (Saxena et al., 2008).

Fig. 1. Maintenance-Related Incidents Over Time.
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Injury and Fatality Severity

51.2% of incidents resulted in no injuries, but 16.3% were fatal, ratios are presented in figure
2. The general decline in helicopter accidents, serious injuries, and minor injuries from 2012 to
2024 shown in fig 3 can be attributed to a combination of technological, regulatory, operational
and cultural improvements in the aviation sector (ICAQO, 2019).

Fig. 2. Injury Severity Distribution Pie Chart.

Fig. 3. Fatalities, Minor, and Serious Injuries Over Time.

Manufacturer and Model Analysis

Most reported incidents were associated with older models from major manufacturers such
as Bell and Robinson as shown below im figure 4. This supports the argument for retrofitting
legacy helicopters with PAM systems (ISO, 2019).

Fig. 4. Most Frequent Manufacturers and Models.
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Predictive Maintenance vs. Manual Inspections

Manual inspections often fail to detect intermittent faults (Heng et al., 2009). PdM sup-
plements inspections by offering real-time alerts, reducing reliance on human detection and
enabling targeted maintenance.

Economic and Insurance Impact

Operators using PdM reported reduced maintenance delays and downtime. Insurers re-
sponded with lower premiums due to decreased risk exposure, particularly in high-utilization
fleets (Allianz Commercial, 2023; Willis Towers Watson, 2023).

Discussion

The results indicate a clear long-term decline in maintenance-related incidents, with a par-
ticularly notable reduction in fatal and serious injuries after 2010. While this decline cannot be
attributed solely to predictive maintenance, the timing corresponds closely with increased adop-
tion of HUMS, digital maintenance records, and condition-monitoring technologies (Airbus
Helicopters, 2021; Bell Textron, 2022). PdM contributes to safety improvements by enabling
early detection of component degradation, particularly in critical systems such as main gearbox-
es, rotor bearings, and transmission assemblies. By identifying abnormal vibration signatures,
exceedances, or wear trends before failure thresholds are reached, PdM reduces the likelihood
of in-flight mechanical failures and high-consequence events (IATA, 2022).

Furthermore, PAM mitigates the limitations of traditional manual inspections, which are
inherently periodic and dependent on human interpretation (Jardine et al., 2006). Continuous
monitoring and trend-based alerts allow maintenance actions to be scheduled proactively, re-
ducing exposure to latent faults that may otherwise go undetected between inspection intervals.
As a result, PdM acts as a risk-reduction layer that complements, rather than replaces, conven-
tional inspection regimes (FAA, 2021).

From an economic perspective, PAM delivers value primarily through reduced unscheduled
maintenance, improved aircraft availability, and avoidance of secondary damage (Cokorilo et
al., 2010). Early fault detection allows operators to plan maintenance activities around oper-
ational schedules, minimizing costly aircraft-on-ground (AOG) events and mission cancella-
tions. This is particularly relevant for high-utilization helicopter operations such as emergency
medical services and offshore transport, where downtime has immediate financial and contrac-
tual implications (Meissner et al., 2021).

Additionally, PAM supports more efficient allocation of maintenance resources by shifting
from time-based part replacement to condition-based interventions (Tsui, et al., 2015). This
reduces unnecessary component removals, extends useful life, and lowers inventory and logis-
tics costs (Meissner et al., 2021). Although initial investment in sensors, data infrastructure,
and analytical capability can be significant, the long-term cost savings and operational stability
provide a strong economic justification, especially for fleets with aging aircraft (McKinsey &
Company, 2020).

The findings suggest that PdM adoption has indirect but meaningful implications for avi-
ation insurance. Maintenance-related failures represent a significant portion of high-severity
helicopter incidents, which directly influence insurer loss ratios (Allianz Commercial, 2023). By
reducing the frequency and severity of such events, PAM contributes to lower claims exposure.
Insurers increasingly recognize documented maintenance practices, HUMS data, and traceable
condition-monitoring records as indicators of lower operational risk (Willis Towers Watson,
2023).

PdM also introduces the potential for a more data-driven insurance underwriting model.
Continuous operational and maintenance data can complement traditional risk indicators, such
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as pilot flight hours, by providing objective evidence of aircraft condition and operational dis-
cipline. This creates a feedback loop in which improved maintenance practices reduce claims,
leading to more favorable insurance terms and further incentivizing investment in PdM tech-
nologies (McKinsey & Company, 2020).

Despite these benefits, adoption remains uneven. Smaller operators face barriers related to
cost, technical expertise, and data integration. Addressing these challenges will require stand-
ardized PdM frameworks, regulatory guidance, and potentially shared data platforms to ensure
that safety and economic benefits are accessible across the sector.

Conclusion

The rising cost of helicopter insurance—particularly for widely used legacy models such as
the Bell 206 and Robinson series—has emerged as a critical concern for operators. Although
these helicopters are among the most affordable to acquire and operate, their association with
higher accident rates, including events attributed to pilot error and mechanical failure, has
resulted in substantially increased insurance premiums (Willis Towers Watson, 2023; Ivanov
and Frolov, 2023). In some cases, these financial pressures have become unsustainable, forcing
small operators to limit activity or cease operations entirely.

Insurance providers have responded to this elevated risk by imposing stricter underwriting re-
quirements, most notably higher minimum pilot experience thresholds. However, the prevailing
trend suggests that reliance on pilot flight hours alone is an increasingly inadequate risk mitiga-
tion strategy. Pilot hours provide only a coarse proxy for operational safety and do not capture
real-time aircraft condition, maintenance quality, or operational discipline (ICAO, 2019).

Predictive maintenance systems, enabled by IoT sensors, HUMS architectures, and cloud-
based data logging, offer a proactive mechanism for reducing maintenance-related accidents,
which constitute a significant subset of helicopter incidents. By detecting component wear,
abnormal vibration patterns, and performance anomalies before failure occurs, PAM directly
reduces mechanical risk (Lee et al., 2014). In addition, continuous recording of flight and per-
formance data creates opportunities for pilot behavior analytics, supporting more objective and
data-driven insurance risk assessments. This approach could allow less experienced, but con-
sistently safe, pilots to qualify for improved insurance terms based on demonstrated operational
performance rather than flight hours alone.

This study set out to evaluate the role of predictive maintenance in improving safety, re-
ducing operational costs, and influencing insurance outcomes in helicopter operations. By
analyzing more than four decades of maintenance-related incident data, the research provides
empirical evidence supporting the effectiveness of PdM as a strategic maintenance approach
rather than a purely technical enhancement.

In response to the first research question, the analysis demonstrates that predictive mainte-
nance contributes to a reduction in the severity of maintenance-related incidents, particularly
fatal and serious injuries. Continuous monitoring and early fault detection address key limita-
tions of periodic manual inspections and strengthen overall operational safety (Jardine et al.,
2006). With respect to the second research question, PAM offers tangible economic benefits
through reduced unscheduled maintenance, improved fleet availability, and more efficient use
of maintenance resources, offsetting initial implementation costs over time (Mobley, 2002).

Addressing the third research question, the study highlights the growing relevance of PdM to
aviation insurance. As insurers seek more granular and objective indicators of operational risk,
PdM-generated data provides a credible foundation for improved underwriting accuracy and
the potential for lower premiums among operators demonstrating effective maintenance risk
management (Allianz Commercial, 2023).
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The broader implication of this research is that predictive maintenance should be viewed
as an integrated safety, economic, and risk management strategy. For legacy helicopter fleets
facing escalating maintenance and insurance costs, PdM represents a viable pathway toward
sustained operational viability. Future research should focus on quantifying causal relationships
between PdM adoption and insurance outcomes, as well as developing standardized data-shar-
ing frameworks that balance safety benefits with data governance and confidentiality require-
ments.
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AnHOTamusa. B maHHOM ucciemoBaHUM paccMaTpMBaeTCsl MHTerpanmst TexHosoruit MHmy-
ctpuun 5.0 — uckyccrBeHHoro uHteiekra (M), UaTtepHera Bemieit (IoT) u GirokueiitHa — B
KOPIIOpaTUBHEIE CUCTEMBI KOMITAaHMM Neste, MUPOBOIO JHAepa B 00JIACTM BO30OHOBJISIEMBIX
BUIIOB TOIUIMBA U PEILICHUM IJI1 5KOHOMMKHU 3aMKHYTOTO IIMKJa. MccienqoBaHue aHaIM3upyeT,
KaK 3TU TeXHOJOTMM MOTYT IOBBICUTD ONEPALlMOHHYIO YCTOMYMBOCTD U MONACPXKATh LIeJIU B 00-
JIaCTM 9KOJIOTMH, COLIMAJIbHON OTBETCTBEHHOCTU M KoprnopaTuBHoro yrnpasieHus (ESG) myrem
YCTpaHeHUsI KOHKPETHBIX MpPOo0esoB B M(MPOBOi MHMPpPACTpyKType KoMmaHuM. C ITOMOIIBIO
MHOTOYPOBHEBOTO aHAJIM3a KOPITOPATMBHOW apXUTEKTYPhl B paboTe onpeeieHbl BO3MOXKHOCTH
JUTSL YITY4YIEHUST TIPOTHO3HBIX BO3MOXHOCTEN, MOHUTOPUHTA B PEAIbHOM BPEMEHU U TPO3pad-
Hoctu B Borpocax ESG. Ilpemnaraercst TpexaTamHasl JOpOXHas KapTta ;g Iepexona Neste K
0oJiee YeJIOBEKOLIEHTPUYHOM U yCTOMYMBOI LIM(POBOiI1 onepaloHHoi moaenau. McciemoBanue
BHOCHT BKJIaJ B JINTEPATypy, Mpeajaras NpakTUYeCcKylo, COOTBETCTBYIOIIYIO CTaHAApTaM CTPYK-
Typy, KOTOpasi MOJAEPXUBAET CO3MNAHUE IOJTOCPOYHONM LIEHHOCTU U COOJI0JeHUE TpeOOBaHUIA
ESG mocpencTBoM TeXHOJIOTHYSCKUX WHHOBALIWIA,
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Introduction

The transition from Industry 4.0 to Industry 5.0 marks a significant evolution in how digital
technologies are applied within enterprises. While Industry 4.0 emphasized automation, inter-
connectivity, and operational efficiency, Industry 5.0 promotes a human-centric, sustainable,
and resilient approach to value creation. This paradigm shift is particularly relevant as firms face
increasing pressure from regulators, investors, and society to meet environmental, social, and
governance (ESG) goals while maintaining competitiveness.

In parallel, enterprise systems—such as Enterprise Asset Management (EAM), Supply Chain
Management (SCM), and Enterprise Resource Planning (ERP)—are becoming critical plat-
forms for embedding sustainability objectives. However, many of these systems remain frag-
mented, reactive, and limited in their ability to support real-time ESG performance monitoring
or compliance with circular economy principles.

Neste, a Finland-based global leader in renewable fuels and circular solutions, offers a
relevant context to explore how emerging technologies associated with Industry 5.0—namely
Atrtificial Intelligence (Al), the Internet of Things (IoT), and Blockchain—can be strategically
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integrated into enterprise systems to enhance sustainability outcomes. Despite the company’s
commitment to carbon-neutral production by 2035, it continues to face challenges in predictive
maintenance, real-time emissions monitoring, and traceability in ESG reporting.

This study addresses the following research question:

How can AI, IoT, and Blockchain be integrated into enterprise systems to improve ESG
performance and sustainability outcomes in industrial organizations?

To investigate this, we adopt a qualitative case study approach grounded in enterprise ar-
chitecture analysis. Through the case of Neste, the study identifies key technological and func-
tional gaps, maps relevant technologies to ESG objectives, and develops a layered integration
framework supported by a phased implementation roadmap.

The study contributes to the information systems field by offering a replicable digital trans-
formation model that aligns with Industry 5.0 principles and ESG frameworks.

It should be noted that the proposed framework is conceptual and derived from publicly
available data and secondary sources. While this approach enables a structured analysis, it does
not capture all operational constraints faced during real-world implementation. Therefore, the
quantitative impacts discussed should be interpreted as indicative rather than deterministic.

Materials and Methods

This research adopts a qualitative case study methodology to explore the integration of In-
dustry 5.0 technologies into enterprise systems for enhancing sustainability performance. The
case study approach is appropriate for examining contemporary phenomena within real-world
contexts, especially when boundaries between the phenomenon and context are not clearly
defined (Yin, 2018). By focusing on a single, information-rich case, the study aims to generate
deep, contextualized insights into how Artificial Intelligence (Al), the Internet of Things (IoT),
and Blockchain can be embedded within enterprise architecture to support Environmental,
Social, and Governance (ESG) goals.

Case Selection

Neste was selected as the focal case due to its recognized leadership in renewable fuels and
circular economy innovation. As a company that has publicly committed to achieving car-
bon-neutral production by 2035 and reducing customer greenhouse gas emissions by 20 million
tons annually by 2030, Neste presents a compelling setting for studying the alignment of sus-
tainability strategy with digital transformation initiatives (Neste, 2023). Its complex industrial
operations and advanced digital infrastructure also provide a suitable testbed for investigating
how Industry 5.0 technologies can be operationalized.

Data Sources

The analysis draws upon multiple secondary data sources to ensure triangulation and en-
hance validity. These include:

— Publicly available corporate sustainability and digital transformation reports (e.g., Neste’s
Annual Sustainability Reports)

— Industry white papers and digital benchmarks

— International standards such as ISO 9001 (Quality Management Systems), ISO 14001
(Environmental Management Systems), and ISO 50001 (Energy Management Systems)

— ESG disclosure frameworks including the Global Reporting Initiative (GRI), Sustainabil-
ity Accounting Standards Board (SASB), and Task Force on Climate-related Financial Disclo-
sures (TCFD) (GRI, 2021; SASB, 2020)

— Academic and practitioner literature on Al, IoT, and Blockchain integration in enterprise
systems (e.g., Muller et al., 2021; Wang et al., 2020)
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Analytical Framework

The research follows a three-step analytical framework aligned with enterprise architecture
modeling principles (TOGAF, 2018), consisting of:

1. Enterprise Systems Assessment

Evaluation of Neste’s existing enterprise systems—Enterprise Asset Management (EAM),
Supply Chain Management (SCM), and Enterprise Resource Planning (ERP)—to identify ar-
chitectural and functional gaps hindering ESG performance.

2. Technology-to-ESG Mapping

Mapping the capabilities of Al, IoT, and Blockchain technologies to specific sustainability
indicators and process deficiencies. This includes identifying how these technologies contribute
to improving resource efficiency, emissions tracking, and transparency.

3. Framework and Roadmap Development

Designing a multi-layered integration framework (business, application, and technology lay-
ers) and a phased roadmap to support scalable, standards-aligned digital transformation aligned
with ESG targets.

Results and Discussion

Enterprise System Assessment and Integration Opportunities

Enterprise Asset Management (EAM): Neste’s EAM schedules and logs maintenance but
remains largely time- or usage-based. It does not use sensor-driven analytics to predict failures
or optimize energy use. We identified key gaps: no predictive analytics, no real-time monitor-
ing of heavy machinery, and limited emissions optimization during maintenance. These issues
mirror broader industry patterns: without Al-driven insights, maintenance tends to be reactive,
causing unplanned downtime and waste. For example, case studies show that Al-based predic-
tive maintenance on sensor data can forecast equipment health and cut downtime significantly
(Marti-Puig et al., 2024; Ignatiev and Levina, 2024). IoT sensors (vibration, temperature, etc.)
can continuously feed health and energy data, enabling condition-based scheduling in line with
ISO 50001 principles. In practice, linking sensors to an Al engine has been shown to detect
faults early and eliminate some outages (Uhlmann, Polte & Geisert, 2024). This transition from
“run-to-failure” to condition-based maintenance can reduce resource waste and energy use.

Supply Chain Management (SCM): Neste’s SCM handles procurement, inventory and logis-
tics, but only tracks materials in batches after the fact. It lacks live visibility of shipments,
and sustainability credentials are checked manually. We found no IoT tracking of renewable
feedstocks, weak ESG data from suppliers, and slow audit processes for certifications. Industry
solutions exist: GPS trackers and environmental sensors on containers can stream location and
condition data in real time, greatly improving logistics efficiency. Studies on blockchain in
IIoT context show that combining IoT and blockchain creates an immutable, real-time ledger
of supply flows (Soori et al., 2024). For example, IoT sensors can monitor transport condi-
tions, while blockchain records each supply chain event securely. This combination enables
end-to-end traceability of raw materials and fuels. Al also enhances SCM: by analyzing traffic
and weather data, Al can optimize routing to cut fuel consumption (a model shown to reduce
transport energy use by ~10%). Blockchain’s immutable chain then verifies that feedstocks are
sustainably sourced, automating audits and building trust (Shen ,Cui ,Chen ,Huang & Sarker S,
2025). Enterprise Resource Planning (ERP): Neste’s ERP integrates finance and some ops with
nascent sustainability reporting. However, sustainability data largely lives in silos — one team’s
spreadsheets are another’s. Real-time dashboards for emissions or resource use are absent, and
reporting is manual with low auditability. This impairs transparency and response time. Al an-
alytics can remedy this by unifying data streams (from loT sensors, maintenance logs, supply
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records) to automatically flag ESG KPIs out of range (Ayvaz & Alpay, 2021). For example, an
Al engine could detect a spike in energy use or a deviation in GHG intensity and alert managers
instantly. Blockchain adds integrity: by recording emissions data and carbon credit transactions
in a tamper-proof ledger, it prevents post-hoc manipulation. Prior work in industrial informat-
ics suggests blockchain can secure ESG disclosures: sensor data feeding directly into blockchain
eliminates “garbage in, garbage out” errors and ensures traceable audit trails (Shen et al.,2025;
Martini, Bellisario, & Coletti, 2024).

Integration Framework and Roadmap

To implement these solutions, we propose a layered integration framework (aligned with
TOGAF). The Business layer embeds ESG and circular economy goals into corporate strategy.
Sustainability KPIs (e.g., ISO 14001, ISO 50001 targets) are linked to digital initiatives so that
technology projects explicitly support those goals. The Application layer integrates AI modules
into EAM and SCM and advanced analytics into ERP. For instance, an Al analytics service can
push maintenance forecasts into EAM, supply-demand forecasts into SCM, and ESG alerts in-
to ERP. The Technology layer deploys IoT networks and blockchain infrastructure: IoT devices
across plants and logistics capture live data, while blockchain nodes store traceability and audit
records. This architecture ensures seamless, ESG-aligned data flows. Al engines consume sen-
sor data to drive EAM and SCM decisions (Marti-Puig et al., 2024). IoT feeds live production
and transport data into SCM/EAM and into a unified data lake for ERP analysis. Blockchain
interfaces with ERP/SCM to register transactions and trigger smart contracts for compliance
checks (Shen et al., 2025).

Implementation Roadmap:

We outline a phased deployment. In Phase 1 (0—6 months), pilot programs validate core use
cases with minimal disruption. For example, trials might deploy Al predictive maintenance on
one plant’s critical assets, install IoT sensors on key emissions sources, and set up a blockchain
proof-of-concept for one supply chain stream. These pilots generate initial ROI and technical
lessons. In Phase 2 (6—18 months), successful pilots are scaled: Al tools expand into SCM de-
mand forecasting and emissions modeling; IoT sensors cover all major equipment and vehicles;
blockchain is rolled into the ERP for carbon accounting and sustainability reports. By Phase
2 end, ESG dashboards become live across core operations. Phase 3 (18—36 months) focuses
on optimization and expansion: aggregated Al/IoT insights automate workflows and energy
balancing; smart contracts fully automate compliance and audits; the system is extended to
new business units and global sites. Throughout, progress is tracked by milestones: e.g., initial
pilots achieve >10% downtime reduction, Phase 2 reaches ~70% system coverage, and Phase
3 realizes >50% faster ESG reporting.

Table 1. Integration of Industry 5.0 Technologies and ESG Improvements.

System Identified Gap Technology Applied ESG Improvement Impact
~20% reduction in
. L n -
EAM (Enterprise React1v§ , time . Al . IoT (predictive Reduced resource downtime; ~15%
based maintenance; maintenance, real- .
Asset Management) . . . L waste and energy use less maintenance
energy inefficiency time monitoring)
energy use
- n -
. Lack of Feal tlme IOT Al (l.1ve. Optimized transport; | ~10% drop in transport
SCM (Supply Chain | visibility; inefficient | tracking, predictive . . : e
. .. . verified sustainable | fuel; 100% traceability;
Management) routing; fragmented | logistics); Blockchain . .
. . sourcing 50% faster audits
supplier data (traceability ledger)
ERP (Enterprise Siloed ESG d'fita, Al (ESG gnalytlcs), Transparent ESG Reporting time
. manual reporting; Blockchain (secure | dashboards; tamper- cut by 50%; 0
Resource Planning) . . . . . Lo .
risk of tampering recordkeeping) proof compliance discrepancies in audits
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Impact Analysis: discrepancies in audits The proposed integration is expected to significantly
boost ESG performance along three dimensions.

Resource Efficiency: Al-driven predictive maintenance and IoT monitoring directly improve
resource use. By moving from scheduled to condition-based maintenance, machines run more
reliably. The literature indicates such Al systems can substantially reduce downtime and energy
waste (Marti-Puig et al., 2024). IoT sensors continuously measure energy and material flows
at the factory, making inefficiencies immediately visible. For instance, live energy dashboards
enable teams to spot and fix leaks or machine idling. Blockchain contributes by streamlining
verification of sustainable practices (e.g., renewable materials usage) and reducing audit labor.
KPIs reflect these gains: unplanned downtime can fall by ~20%, and maintenance energy use
by ~15% (Marti-Puig et al., 2024)., meaning more production for the same inputs.

Emissions Reduction: Al models can predict emissions from various production scenarios.
By simulating process changes or startup sequences, the system suggests low-carbon operating
modes proactively. Real-time IoT sensors (e.g., CO, or NOx detectors on chimneys) then alert
operators to anomalies. Quick interventions reduce spikes and overall emissions. A blockchain
ledger ensures all emissions data are recorded immutably, simplifying regulatory audits. Block-
chain-based carbon credit platforms, as Soori et al report, can cut audit time and costs (Soori
et al., 2024). This combined approach can yield substantial CO, cuts; for example, pilot zones
may see 10—30% lower emissions under Al/IoT control. Response cycles also shorten, as issues
are detected in near real time.

Transparency in ESG Reporting: By funneling sensor and operational data into ERP, Al-en-
abled platforms can generate ESG reports automatically. This reduces manual entry errors
and slashes reporting time. We anticipate up to a 50% reduction in report preparation based
on analogous automation projects. Blockchain seals the trust: immutable ledgers and smart
contracts guarantee that once data (e.g., energy usage, carbon output) is logged, it cannot be
altered. This fortifies compliance with GRI/SASB frameworks. In the supply chain, blockchain
ensures end-to-end traceability of renewable inputs: every batch’s origin is recorded. The result
is 100% provenance of critical materials, enhancing stakeholder trust. Documented blockchain
pilots in consumer goods supply chains, including Unilever’s traceability initiatives, suggest
that blockchain-based systems can enhance the credibility of sustainability claims by strength-
ening data provenance and auditability (Shen et al., 2025). In a similar manner, the combined
integration of Al, IoT, and blockchain within enterprise systems has the potential to support
more transparent and data-driven ESG governance at Neste. By improving the monitoring of
resource use and greenhouse gas emissions, such an approach is expected to contribute to the
company’s carbon-neutral production objectives. More reliable and timely disclosures may
also strengthen stakeholder confidence by reducing information asymmetry and post hoc data
manipulation.

Strategic Integration and Change Management

Effective implementation requires a coherent integration strategy. We advocate a modular,
API-driven architecture so that innew Al/IoT components plug into existing EAM/SCM/ERP
systems. For example, Al analytic services process maintenance history and sensor streams to
output maintenance schedules into EAM (Marti-Puig et al., 2024). IoT data feeds seamlessly
into SCM for inventory tracking and into EAM for machine health. Blockchain nodes are
connected to ERP/SCM to store transactions and to smart contracts that automate supplier
ESG verifications (Shen et al., 2025). Edge computing handles time-critical sensor data on-
site, while cloud/central servers perform batch analytics. Smart contracts automatically check
supplier certificates, emissions thresholds, or carbon credit rules without manual intervention.

Change Management: Technology is only half the story. Staff must be trained on these new
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systems — from interpreting IoT dashboards to understanding Al-generated maintenance alerts
and blockchain records. Stakeholders (sustainability officers, IT, operations) should guide the
process from the start to align digital goals with business needs. We recommend an iterative
rollout: begin with pilots to demonstrate value, gather feedback, then expand. Communication
is key to overcome resistance: show how these tools reduce drudgery (less manual reporting)
and improve outcomes.

Risk Mitigation: Key risks include resistance to change, integration complexity, and cyber-
security. We mitigate these by using modular design and middleware for interoperability, setting
up a cross-functional steering committee for approach itself allows early identification and
correction of issues.

Conclusion

This case study shows that Al, IoT, and blockchain can be woven into enterprise systems to
drive sustainability. By transforming EAM, SCM, and ERP from siloed tools into a predictive,
transparent platform, Neste can meet its ESG goals more effectively. Specifically, we found
that embedding Al enables proactive maintenance and emissions management; IoT provides the
real-time data backbone for efficiency; and blockchain guarantees data integrity and traceabil-
ity of ESG information (Khan et al., 2025; Rame, Purwanto & Sudarno, 2024). The proposed
integration framework and roadmap answer our research question: they illustrate how these
technologies work together to improve ESG performance, with clear examples (e.g., reduced
downtime, fuel savings, audit acceleration).

Managers can use this model as practical guidance: start small with pilots, align each tech
deployment with specific sustainability KPIs, and expand as gains are realized. For researchers,
the study offers a structured link between Industry 5.0 concepts and enterprise architecture,
suggesting many future questions (e.g., cross-industry validation, economic impact analysis). As
Industry 5.0 grows, our findings imply that success lies in blending technology with human-cen-
tric sustainability governance.
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Annotamusg. OOBEKT MCCIeNOBaHUS — TUOPHMIHAS CKJIAACKas apXUTEKTypa WHTEpPHET-Ma-
ra3vHa, coderamoolias (U3NIECKUil CKIIaA M BUPTYaJTbHBI KaHAJT IO CXEME€ JPOTMIIUIIITUHTA.
Merton wuccieqoBaHUsI BKJIIOYAET CPABHUTEIbHBI aHAIU3 apXUTEKTyp Ha OCHOBE CUCTEMBI
(bMHAHCOBBIX, OMEPAIMOHHBIX U PUCK-OPUEHTUPOBAHHBIX MOKa3aTesiell, a Takxke pa3paboTKy
MaTeMaTUYECKOTO ammapara, yYWTHIBAIOLIETO HAAEKHOCTb MOCTaBIIUKA. Pe3ynbTaTsel TEMOH-
CTPUPYIOT CHUCTEMHBIE KOMIIPOMUCCHI MEXIY JUKBUIHOCTBIO, PUCKOM, CKOPOCTBIO TOCTaBKH
M 3aTpaTaMM: TMOpWAHAST MOJIENb BBICBOOOXHAeT OOOpOTHBINM KamuTtan 10 40%, HO CHUXaeT
npubbLIL Ha 25,3% Npu HafleXXHOCTH NocTaBiMKa £ = 0,95. YueT pucKa CHUXAET 0XUAAEMYIO
npubbUTh Ha 11,25% Mo cpaBHEHMIO C HOMUHAJIBHBIM pacuyeToM. BBIBOIBI: IIpeaioXeHa Bep-
OasibHasl TOCTAHOBKA ONTUMU3AIMOHHON 3a/1a4 MAaKCUMM3ALWU TPUOBLIN TIPU OTPaHUYECHUSIX
Ha PUCK W BpeMs TOCTaBKU, YTO MO3BOJISIET MEPEUTH OT MHTYUTUBHOTO BBIOOpPA K KOJIMYECTBEH-
HOMY YIPaBJICHUIO THOPUIHON CUCTEMOIA.

KioueBbie ciioBa: riOpraHas CKJIaacKasi apxXUTeKTypa, yIIpaBIeHUe 3alacaMy, SJIeKTPOHHAs
KOMMEpPLHUS, APOMIIUMNIIMHI, HaleXHOCTh MOCTAaBIIMKA, YIIPaBICHUE PUCKAMM, ONTHMU3ALIMS
NPpUObLIY, LIEeMb MOCTaBOK, JOTUCTUKA, OOOPOTHBIIA KamuTaj, BbIIIOJHEHUE 3aKa30B, MHOTOKa-
HaJlbHast TOPTOBJIS
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Introduction

In the modern world, the impact of digitalization on all sectors of the economy, including
retail trade, is undeniable. The development of e-commerce has become not only a new sales
channel but also a catalyst for significant changes in supply chain and logistics management. As
Martin Christopher notes in his book "Logistics & Supply Chain Management," competition
between individual companies is being replaced by competition between supply chains (Chris-
topher, 2016). This trend exacerbates the problem of working capital management, as the need
to maintain a high level of product availability for rapid customer delivery inevitably leads to
the problem of "frozen" resources in inventory.

However, classical inventory management models, which underpin many systems, demon-
strate low efficiency in the context of hybrid business models, whose architecture combines the
operation of owned physical warehouses and online sales. Traditional push and pull strategies
(Gou et al., 2016), prove insufficiently flexible in coordinating supply and demand in such
models. This is because these strategies were developed for a context assuming unified control
over logistics flows and full transparency of inventory information. In a hybrid environment,
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where some operations are outsourced to external suppliers (virtual warehouse), a fundamen-
tally new risk architecture and cost structure emerge. The key challenge becomes not merely
optimizing inventory levels, but optimally allocating products and demand between fundamen-
tally different fulfillment channels, each characterized by a unique balance between operational
costs, lead time, risks of default, and impact on cash flows.

Existing scientific works primarily focus either on traditional schemes with owned warehous-
es (Li and Mizuno, 2022; Soleimani et al., 2020; Xu et al., 2021; Babkina, 2024) or on models
entirely based on outsourced capacities (Vandeput, 2020; Hasan et al., 2024). In the first case,
researchers, following the classical paradigm, elaborate in detail on optimizing inventory man-
agement parameters (such as reorder point and safety stock levels) under stable or stochastic
demand but ignore the possibility of dynamically redirecting orders to external capacities to
reduce capital expenditures. In the second case, studying models like dropshipping, the empha-
sis shifts to supplier coordination and minimizing inventory investments; however, the strategic
value of a combined approach, which allows for flexible distribution of product flows between
channels based on their operational characteristics, is not considered. At the same time, com-
bined approaches integrating both logics are not sufficiently studied. A review of contempo-
rary research in inventory management for multi-channel retail confirms that, despite growing
interest in the topic, research dedicated to the integration of physical and virtual warehouse
accounting models remains limited, particularly in terms of determining optimal inventory allo-
cation and risk-sharing mechanisms between channels (Ivanov et al., 2022; Kong et al., 2019).
Modern research on digital warehouse management methods also confirms the complexity of
integrating different logistics systems into a single circuit (Ishfaq and Raja, 2017). A vivid illus-
tration of this limitation is modern research on hybrid systems, such as the work of Ishfaq and
Raja, where order fulfillment options in retail supply chains are analyzed in detail. Despite the
systematic approach to assessing operational trade-offs, the model considers the performance
of external partners as a deterministic parameter. In practice, however, this parameter is a
key source of uncertainty and requires its own forecasting and integration into the overall risk
management system (Egorov et al., 2023; Wiedmer et al., 2021; Ivanov, 2020). Consequently,
it can be argued that even in such advanced works, a fragmented approach persists: a specific
optimization problem is solved without considering the full architecture of business processes
and the dynamic nature of risks inherent in hybrid models.

Thus, the conducted literature analysis reveals a persistent research gap manifesting at three
interconnected levels. At the conceptual level, there is a lack of a comprehensive approach to
evaluating the effectiveness of a hybrid warehouse architecture as a unified system. At the meth-
odological level, the mathematical framework capable of adequately accounting for the specific
risks of virtual warehouses is underdeveloped. However, the application of business intelligence
and digital systems in logistics shows potential for creating such integrated models (Iliasgenko
et al., 2022). At the practical level, there are no formalized problem statements for optimization
to find a balance between profit and risks.

The main purpose of this work is to develop a methodological approach to managing hybrid
warehouse architecture, culminating in the formalization of the corresponding optimization
task. To achieve this goal, the research solves the following tasks: a comparative analysis of the
effectiveness of classical and hybrid models is carried out; a mathematical apparatus is being
developed that integrates supplier reliability and risk assessment parameters; the impact of risk
accounting on profit is demonstrated using a conditional example.; and, as a key result, a verbal
formulation of an optimization problem is formulated, aimed at maximizing profits under given
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risk constraints and delivery time.

Materials and Methods

The object of this research comprises two architectures for an online store's inventory man-
agement system.

Architecture 1: Physical Warehouse Model. This model represents a classic system where
the entire product assortment is stored in the company's owned physical warehouse. The order
fulfillment process begins with a prepayment to the supplier, followed by the placement of
goods in the owned warehouse. Subsequently, the customer places an online order and pays
for it. A company employee locates the item in the warehouse, then packages it, prepares the
necessary documentation, and hands over the ready order to a courier service for shipment. In
this variant, all logistical operations and risks associated with storage and order fulfillment lie
entirely with the company.

Demand forecast
model

Y

Purchasing goods for

your warehouse

Money: advance
payment to the
supplier

Goods in our own
warehouse

\_¢

The client places an
order

Fulfillment:
packaging/shipping
from our warehouse

Money: payment from
the client

Y

Delivery to the
customer

Fig. 1. Business process diagram of the classical inventory management model with a physical warehouse.

Architecture 2: Hybrid Model (Physical + Virtual Warehouse)

The second model involves the operation of an owned warchouse in conjunction with a
virtual one. In this case, the virtual warehouse implies a dropshipping scheme. The key differ-
ence from the first model is that the company does not own the goods but uses the supplier's
product catalog. The supplier, upon receiving an order, ships it directly to the customer from
their own warehouse, while the company's warehouse is not involved. Such models, including
dropshipping, require careful analysis of the strategic choice between different order fulfillment
methods (Gelsomino et al., 2018; Wang et al., 2016).
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h 4 order

Analysis and planning
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Not available
In stock ) o
hecking availability with th
supplier
Automatic order from Customer notification

supplier - long delivery time
The supplier ships Money: deferred Special order from
from its warehouse payment to supplier the manufacturer

Direct delivery
to the customer

Fig. 2. Business process diagram of the hybrid inventory management model (physical warehouse + virtual warehouse).

To conduct a comparative analysis of the two architectures, a system of indicators was
developed, covering key business aspects: financial efficiency, operational activities, and risk
management. The choice of indicators is driven by the need to quantitatively assess the trade-
offs arising from the integration of a virtual warehouse.

Cash Flow: Assesses the cash conversion cycle. Architecture 1 is characterized by a classic
cycle with supplier prepayment. In Architecture 2, a negative conversion cycle arises, where
payment from the customer is received before settlement with the supplier, thereby releasing
working capital.

Customer Delivery Time: A key parameter of customer experience. For Architecture 1, de-
livery time is minimal and determined by logistics from the owned warehouse. For Architecture
2, delivery time increases by the supplier's order processing time and logistics from their ware-
house, which is a variable.

Risk Structure: Qualitative and quantitative assessment of prevailing risk types. In Archi-
tecture 1, operational risks prevail: risks of deadstock and storage costs. In Architecture 2,
operational risks are minimized, but partner risks emerge: risk of supplier unreliability (delays,
defects) and risk of losing control over the process.

Profitability: Calculated using different formulas for the two models. For Architecture 1:
Revenue — (Cost + Carrying Costs). For Architecture 2: Revenue — Supplier Price. The high-
lighted structure requires a separate calculation for accurate comparison.

Order Fulfillment Logistics Costs: In Architecture 1, costs include the formation of own
logistics infrastructure and payroll. In Architecture 2, these costs are minimized and delegated
to the supplier but are included in the higher purchase price.
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Table 1. Comparative Analysis of Key Architectural Indicators.

Indicator

Architecture 1 (Physical
Warehouse)

Architecture 2 (Hybrid Model)

Evaluation Method

Cash Flow

Classic cycle, prepayment
to supplier first, then
awaiting sale, funds
"frozen" in inventory

Negative conversion cycle,
payment from customer occurs
before supplier settlement,
working capital is released

Cash Conversion
Cycle analysis

Delivery Time

Minimal, goods physically
located at company warehouse,
ready for shipment

Increased, variable, depends
on supplier's processing speed

Statistical analysis of
order fulfillment

Risk Structure

Operational risks: illiquid
goods, storage, accounting,
and logistics costs,
inventory obsolescence

Partner risks: supplier
unreliability, delays, defects,
loss of process control

Qualitative assessment and
quantitative evaluation of
probability and cost of risk

Profitability

Revenue — (Cost +
Storage Costs)

Revenue — Supplier Price

Calculation based
on corresponding
formulas using a unified
initial data base

Fulfillment Costs

High, include formation of
warehouse infrastructure
and labor costs

Low/delegated, costs are
included in the supplier's price

Analysis of operational
cost structure

For the quantitative assessment of the comparative efficiency of the architectures and the
subsequent formalization of the optimization problem, a mathematical framework was devel-
oped to account for the specific parameters of the hybrid model, primarily the risks associated
with the reliability of the virtual warehouse supplier. The following main variables were intro-
duced to formalize the model:

t — current time within the planning period T

D(t) — forecasted demand for the product at time t, obtained from forecasting models

S ..(t) — inventory level at the owned (physical) warehouse at time t

S, .nsi (1) — volume of goods ordered from the virtual warehouse supplier and in transit (ful-
fillment status)

L, — lead time of the virtual warehouse supplier (time from order placement to shipment
to the customer)

S — supplier reliability parameter, probability of fulfilling an order within the agreed time
L ,where 0< g<1.

R — risk cost estimate, financial losses from one failed delivery, including lost profit and
penalties [Lost Profit + Penalties]

P 1. — Probability of delivery failure (1 — £)
C,,s — unit cost of holding one item in the owned warehouse
Price,,, — selling price of the product to the end customer
Cost,, — cost of goods in the owned warehouse (purchase price)
Price,,,, . — Product price from the virtual warehouse supplier
Based on the introduced parameters, key calculation formulas were defined:
Total available stock (including goods in transit):
Stotal (t) = Sown (t) + Stransit (t)

Condition for placing a new order:

IF D(t) > S, () THEN Q,,,,, = D(£)=S,,, (1)
where Q . is the order volume.
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Supplier risk assessment model:
E, = Py * R= (- B)*[Lost Profit + Penalties]
Profit model for comparative analysis:

Architecture 1

Profit, = (Price,,, —Cost ,,,—C),11) * O
where Q_,, — volume of goods sold
Architecture 2
Profit, = ((Price,,, — Pr icesupplier) *p- Ijﬁu’lure *R)* O,
To demonstrate the application of the mathematical framework, an example with conditional
initial data is considered. Let:

Price_,, = 2000 rub.;
Price,,, ;. = 1200 rub.;
£ =0.95;

R = 1000 rub., where Lost Profit = 800 rub., Penalties = 200 rub.;

0., = 100 units;

Calculation for Architecture 1:

Profit ( Profit,): (2000 — 1000 — 50) * 100 = 950 * 100 = 95000 rub.

Calculation for Architecture 2:

Nominal profit (at f = 1): (2000 — 1200) * 100 = 80000 rub.

Expected losses: (1 — 0.95) * 1000 * 100 = 5000 rub.

Adjusted profit ( Profit,): 80000 * 0.95 — 5000 = 71000 rub.

The example clearly demonstrates that even with high supplier reliability ( £ = 0.95) account-
ing for risk reduces expected profit by 11.25% compared to the nominal calculation, confirming
the necessity of using adjusted models for managerial decision-making. The developed math-
ematical apparatus makes it possible to quantify the comparative effectiveness of architectures
using approaches similar to those used in modern research on hybrid supply chains (Li et al.,
2022; Winkelmann and Spinler, 2022), as well as considering the evolution of digital systems in
the economy through the adoption of multi-agent technologies (Antonov et al., 2025).

Results and Discussion

Based on the developed methodological approach and mathematical framework, results were
obtained enabling a comprehensive comparative analysis of the two architectures and the for-
malization of the optimization problem as a verbal problem statement. Thanks to the practical
example with conditional data, systemic differences between the two architectures can be iden-
tified. The key identified trade-offs include:

Liquidity vs. Risk Trade-off: The hybrid architecture demonstrates a significant (up to 40%
in the considered example) release of working capital due to the negative cash conversion cycle.
However, this advantage is offset by an increase in operational risks associated with supplier
reliability. At g < 0.9, the aggregate risk of the hybrid model may exceed that of the classi-
cal architecture. This compromise is consistent with the results of research on working capital
management in conditions of uncertain demand (Levina et al., 2023). The observed reduction
in operating costs when delegating fulfillment also corresponds to the conclusions of studies
analyzing the effectiveness of outsourcing logistics services (Mohamed-Iliasse et al., 2022).

Speed vs. Assortment Trade-off: The hypothesis that the hybrid model allows for expanding
the assortment matrix by 25-30% without increasing storage costs is confirmed. The "price" for
this is an increase in the average delivery time for goods from the virtual warehouse by 2-3 days,
which is critical for "impulse buy" product categories.

Control vs. Cost Trade-off: Delegating fulfillment to the supplier in the hybrid model leads
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to a 15-20% reduction in operational logistics costs. At the same time, a "coordination cost”
arises—requiring investments in IT infrastructure for integrating and monitoring supplier order
fulfillment. Research in effective multimodal logistics management emphasizes the importance
of such investments for creating resilient hybrid systems (de Assis et al., 2024).

The table below presents the results of a comparative experiment with different levels of
supplier reliability.

Table 2. Comparative Analysis of Profitability Under Different Supplier Reliability Scenarios .

Scepgrio . Profit Ad.justed Profit Expected Loss Profit Deviation. %
(Reliability /) Architecture 1, rub. Architecture 2, rub. E, . rub. ’
L?%leﬁzgi)ty 95 000 53000 15 000 -44.2%

Me‘(ﬁz,mzRgg%b)ﬂ“y 95 000 62 000 10 000 -34.7%
Higg, lfl(ifgg)“y 95 000 71 000 5000 -25.3%
I??l iu{)%lée):r 95 000 80 000 0 -15.8%

The "Profit Deviation" column shows the percentage by which the profit of the hybrid model
differs from the profit of the classical physical warehouse model. A negative value indicates that
the hybrid model's profit is lower; this deviation demonstrates the price of the trade-off: we gain
the advantages of the hybrid model in the form of released working capital and reduced risks of
deadstock, but pay for it with a portion of the profit. The magnitude of this deviation directly
depends on the supplier's reliability; the higher the £, value, the smaller the profitability gap
between the two architectures. Based on such results, it is impossible to draw an unambiguous
conclusion about the advantage of one architecture over the other, which emphasizes the neces-
sity of an optimization approach. The problem statement is formulated concerning control var-
iables — the vector X, characterizing the system configuration (e.g., distribution of the product
assortment between physical and virtual channels, selection of suppliers, and determination of
safety stock levels). The objective is to maximize the system's expected adjusted profit P (X),
which is the sum of the profit from the physical warehouse and the adjusted profit from the
virtual channel, calculated considering the risk of supplier unreliability. For this objective func-
tion, the following constraints are identified:

The system's aggregate risk R, (X ), calculated based on supplier reliability parameters ( 3 )
and the risk cost estimate (R), must not exceed a set threshold R, .

The weighted average delivery time across all channels Tavg (X) must not exceed the maxi-
mum allowable term 7., defined by the service policy.

The configuration X must satisfy constraints on the available volume of working capital and
the storage capacity of the physical warehouse. The mathematical formulation is as follows:
P, (X)— max subject to R, ,(X)<R ., T, (X)<T  , XeQ (feasible resource region).

The formulated optimization problem statement is a logical outcome of the conducted anal-
ysis and offers a path to overcoming the identified trade-offs. The scientific novelty lies in the
comprehensive approach to managing a hybrid warehouse architecture. Unlike classical models,
the proposed formulation explicitly integrates key virtual warehouse parameters — supplier reli-
ability and risk cost estimate — into the objective function and constraints. This allows not only
for stating the existence of the "Liquidity vs. Risk" trade-off but also for managing it on a for-
mal mathematical basis, finding a system configuration that maximizes profit at an acceptable

tota max
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risk level. The practical significance is that the model provides managers with a structured tool
for strategic decision-making. Instead of an intuitive choice between architectures, it becomes
possible to calculate the optimal allocation of assortment and resources. For example, calcula-
tion results similar to those presented in the table above show that including virtual warehouse
goods in the assortment at £ > 0.9 can be justified from a total risk perspective, while goods
from unreliable suppliers # < 0.85 should be excluded or transferred to the physical ware-
hous Within this work, the problem is presented in a verbal form. Its practical implementation
requires solving a number of additional tasks. First, it is necessary to develop algorithms for
numerical solution using methods of nonlinear or stochastic programming, accounting for the
probabilistic nature of the parameter £ . Second, the collection and analysis of real operational
data for model calibration — empirical estimation of £ and R values for various suppliers and
product categories — is a relevant task. This defines promising directions for further research.
For predicting future demand and inventory levels, the use of machine learning methods is
planned, which are also successfully used in logistics (Nalgozhina and Uskenbayeva, 2023; Ilin
et al., 2022), and automating hybrid business processes with RPA can optimize warehouse man-
agement (Egorov et al., 2021). For solving optimization problems, one could use, for example,
the Pyomo library (https://www.pyomo.org/) for Python or other tools.

Conclusion

This work developed a comprehensive methodology for the comparative analysis of classical
and hybrid warehouse architectures, including a system of financial, operational, and risk-ori-
ented indicators. A mathematical framework was created, whose key element is the integration
of risk parameters into the profit model. Using a conditional example, it was shown that ac-
counting for risk significantly affects comparative efficiency. A verbal formulation of the opti-
mization problem for managing a hybrid warehouse architecture was formulated, and promising
directions for further research were identified. The conducted research demonstrates that the
choice between classical and hybrid warehouse architecture represents a complex trade-off. As
the comparative analysis showed, the reduction in operational costs and the release of work-
ing capital in the hybrid model are accompanied by a significant decrease in profitability, the
magnitude of which directly depends on supplier reliability. This conclusion underscores the
impossibility of a universal solution and confirms the necessity of an optimization approach to
managing hybrid systems. The optimization problem statement developed in this work allows
for overcoming the identified limitations.
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