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Abstract. In the modern world, the insurance market is subject to significant changes, 
including under the influence of the use of digital technologies and the introduction of machine 
learning methods in insurance scoring. The object of the study is a data set with records of 
insurance policies. The study uses a deep nonlinear neural network to predict the occurrence 
of claim loss on auto insurance policies. Before using a multilayer neural network, data is pre-
processed, and possible data leakage is eliminated. At the output of the neural network model, 
the resulting loss probability value is converted to a binary value. The model is evaluated using 
the ROC-AUC metric, with a graph of the ROC curve. The results show that the obtained 
model has predictive accuracy, but not high enough accuracy for industrial applications of the 
chosen model. The findings indicate the need for further research on ways to solve this problem 
using other machine learning methods.
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Аннотация. В современном мире страховой рынок подвержен значительным измене-
ниям в том числе под влиянием применения цифровых технологий и внедрения методов 
машинного обучения в стразовой скоринг. Объектом исследования является набор дан-
ных с записями о страховых полисах. В исследовании используется многослойная нели-
нейная нейронная сеть для предсказания наступления убытка по полисам автострахова-
ния. Перед использованием многослойной нейронной сети проводится предварительная 
обработка данных, устранение возможны утечек данных. На выходе модели нейрон-
ной сети получаемое значение вероятности убытка преобразуется в бинарное значение. 
Оценка модели проводится по метрике ROC-AUC, с построением графика ROC кривой. 
Результаты показывают, что полученная модель имеет предсказательную, но недоста-
точно высокую точность для промышленного применения выбранной модели. Выводы 
указывают на необходимость дальнейшего исследования способов решения поставленной 
задачи при помощи других методов машинного обучения.
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Introduction
In the modern world, the insurance market is subject to significant changes, including under 

the influence of the use of digital technologies. In particular, machine learning methods are 
actively used in insurance to solve various problems. The main tasks are to calculate the cost 
of insurance policies based on the assessment of the client's riskiness and forecasting claim 
losses. These methods are also actively used to counter fraud (Zabavin, 2009; Vorobyev, 2024; 
Ignatiev, Levina, 2024).

Thus, according to the data of the Central Bank of Russia for 2024 and the first quarter 
of 2025, the growth rate of insurance premiums year-on-year exceeds 100% (Bank of Russia, 
2025). Such an increase may be due to the widespread introduction of machine learning tech-
nologies for assessing insurance policy risks (Makarenko, 2020), as well as calculating insurance 
premiums.

Scoring is commonly referred to as an automated mathematical scoring system that can 
be used to assess a client's solvency, for example in the banking sector. In insurance, scoring 
models can be used to determine the degree of risk in insurance based on multifactor models. 
For example, in auto insurance, scoring models often use the age of persons allowed to drive a 
vehicle (TS), as well as the power of the vehicle (Southwell, 2008).
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Modern scoring systems based on ML algorithms make it possible to take into account 
complex nonlinear dependencies, use a wide range of data, including behavioral and external 
sources, and dynamically adapt to changing market conditions.

The relevance of using machine learning methods in calculating insurance premiums and 
predicting risks lies in their adaptability and the ability to detect nonlinear dependencies in a 
large amount of data.

Linear regression models (Varghese and Dash, 2012) and decision tree models (Breima, 
2001; Salzberg, 1994) have become the most widespread in insurance scoring systems. Howev-
er, these groups of methods have limitations that reduce their effectiveness. Thus, logistic re-
gressions often have insufficient accuracy, especially when it comes to nonlinear dependencies 
or regression parameters are subject to multicollinearity (Kuznetsova, 2015). In turn, a group 
of machine learning methods based on decision trees are susceptible to overfitting (Karamazin, 
2024; Salzberg 1994), and also have a low ability to scale, since when the system or data chang-
es, the model must be completely rebuilt.

Ensemble models, especially those based on boosting, are also widely used. Boosting allows 
you to create models that consist of simple models combined sequentially, which reduces the 
errors of each model (Chen and Guestrin, 2016; Diana et al., 2019).

At the same time, boosting models are subject to the problem of class imbalance, complexity 
of configuration, and poor adaptability to sudden changes (Averro et al., 2023; Coskun and 
Turanli, 2023).

In addition, neural networks are used, but currently their use in scoring models is limited. 
Thus, it is of interest to conduct a study aimed at exploring the possibility of using neural net-
works to predict an insurance event, as well as to evaluate the quality of such models.

In this paper several research questions will be observed. First of all, it will be researched 
whether multilayer neural networks with nonlinear activation functions will be effective method 
for insurance events (claims) prediction. Secondly, the level of predictive accuracy by ROC-
AUC metric, which can be achieved with this method, will also be question of research. More-
over, advantages and disadvantages of neural network approach to the vehicle insurance will 
be observed in this work. Furthermore, the possibility of practical applications of deep neural 
networks will be considered.

Materials and Methods
There is great variability in machine learning methods which are taken into account for 

dealing with insurance claim prediction. Firstly, models based on decision trees are wide spread 
and were used in works 

The research in this paper will be conducted on the basis of a dataset (Segura-Gisbert et 
al., 2023) from the Kaggle repository, which characterizes the database of an auto insurance 
company.

The advantage of the set (Segura-Gisbert et al., 2023) is a large set of attributes, which will 
allow you to select only the most significant ones due to exploratory data analysis. In addition, 
a large number of records in the dataset will allow it to be divided into training and verification 
samples.

For further work, preliminary data processing was carried out. First of all, the parameters 
were extracted from the time attributes, so, for example, the length of service attribute in nu-
meric format can be obtained from the "date of receipt of the driver's license" attribute. Fur-
ther, categorical features were also processed, as this is a prerequisite for their inclusion in the 
neural network model (Valiullin, 2017; Barkov and Senotova, 2021). For encoding, the method 
of encoding by the name of the feature class (Label Encoding) was applied. Other temporary 
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attributes were also removed after that.
Also, one of the most important aspects in the pre-processing of the data was the removal 

of the features 'N_claims_year', 'Cost_claims_year', 'N_claims_history', which determine the 
number of claims under the policy, and the amount of claims. The removal of these features is 
necessary, as they will create a data leakage when training a neural network model.

An additional loss attribute ('claim_prob') was formed as a predicted feature, which is deter-
mined binarily (equal to 1 if there was a loss and 0 if there was no loss).

In addition, the data set is divided into training and test samples. The separation was made 
in the ratio of 80% of the data included in the training sample, and 20% in the test sample.

Thus, the classification task is set to predict the occurrence of a loss {0,1}. The number of 
regressors in this task is 14, which requires the use of a deep neural network. 

Next, the architecture of the machine learning model was defined. A multilayer neural net-
work with nonlinear activation functions will be used to predict the probability of an insurance 
event. The ReLU activation function will be used on the input and hidden layers of the neural 
network, which looks like:
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0, 0
x if x

ReLU x x
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= =  ′<                                  (1)

where x – variable on the input of the neuron.
According to (Dubey et al. 2021), this activation function allows solving the problem of de-

caying gradients and is the standard choice for most tasks solved using neural networks.
The sigmoid activation function (2) will be used on the output layer, which allows you to 

project the values of the output variable to the interval [0,1], which corresponds to the problem 
being solved.
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The mathematical description of the inner layers of a neural network can be represented as 
(3) according to (Blier-Wong et al. 2020).
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where J is the width of the hidden layer, g is the activation function, x_ik are the input 
parameters of the model, i is the observation number, and p is the number of input variables.

The next part is to select the number of hidden layers and the number of neurons on them. 
According to (Aziz et al. 2024), there is no universal algorithm for selecting the number of 
hidden layers and neurons per layer. Thus, you can be guided by empirical experience, and you 
can vary the parameters during experiments.

The quality of the neural network model will be evaluated using a standard metric for the 
classification problem ROC-AUC. Thus, according to (Stern 2021), the ROC curve shows the 
ratio of true positive results and false positive results at different risk thresholds. In turn, the 
AUC area under the ROC curve can be calculated using the formula (4).
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where x is an artificial variable for integration, r is the probability of an object belonging to a 
positive class, ( )f r  is a probability density function, and meanr  is the mathematical expectation 
of an object belonging to a class.

The advantages of using this metric are its invariance to class imbalance, as well as statistical 
stability (Richardson et al. 2023).
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The graph shows that after 300 epochs, an increase in their number does not significantly 
affect the accuracy of the model. After training the model, the model was validated on a test 
dataset. The value of the ROC-AUC metric was also obtained (see Fig. 3).

Results
During the experiments, the best classification accuracy values for the ROC-AUC metric 

were obtained with the following neural network configuration and represented on Fig. 1.

Fig. 1. The view of neural network architecture.

In the process of training the model on the training sample, the saturation level of the model 
was determined, after which an increase in the number of training epochs does not significantly 
affect the accuracy of the model. The training schedule for the model is shown on Fig. 2.

Fig. 2. The plot of the dependence of the model's loss function on the learning epoch.

Fig. 3. The plot of ROC curve for the final model.
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The exact value of the ROC-AUC metric was 0.72. A model with a similar metric value can 
be classified as a model that has predictive power and value, but is not optimal.

Thus, the use of multilayer neural networks with nonlinear activation functions makes it 
possible to solve the problem of predicting the occurrence of an insurance event. In addition, 
this approach allows you to use the output value of the neural network, which is the probability 
of an insurance event, when charging the cost of the policy.

Conclusion
In this paper, we investigated the use of a neural network with nonlinear activation functions 

to solve the binary classification problem in predicting the occurrence of loss.
A distinctive feature of this study is the use of deep neural networks as opposed to methods 

based on decision trees such as random forest or boosting methods. Moreover, approach with 
neural networks is not a standard practice in insurance industry due to its low interpretability. 
As a result, this research allows to evaluate nonstandard approach and make decision whether 
it is useful to apply it in industry.

The resulting neural network model has predictive power, but it is not accurate enough for 
industrial applications.

The advantage of using a neural network is that even in the classification task, its output 
value takes values in the range from 0 to 1, which can be used as the probability of a loss on the 
policy. This discretized value can be used more flexibly in insurance billing than a discrete value 
of 0 or 1. Thus, this solution has high prospects for use in the billing of auto insurance policies.

However, the accuracy of the neural network model is not high enough for it to have in-
dustrial applications, so other machine learning models should be further explored to solve this 
problem.

As a result, considering the research questions which are stated in introduction following 
conclusions could be made. The deep neural network with nonlinear activation functions is not 
as effective as it was expected because the value of ROC-AUC metric does not exceed 0.72. re 
are several Thus, the practical application of deep neural networks in auto insurance seems to 
be bounded due to its average evaluation results. 

This is main disadvantage of this approach which was observed in this research. On the other 
hand, there are several advantages of this method, such as nonlinear dependencies prediction, 
which are also observed in this paper.
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