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Abstract. The Russian economy is highly import-dependent, which is also relevant for the
enterprises of the science-intensive industry. The later is based on the emerging realities, and
strives to develop and introduce a strategy that would allow for the most efficient implementation
of the planned import substitution program. In this research the authors have developed a
comprehensive mathematical model that takes into account the peculiarities of the local labour
and technical capital market, as well as their impact on the production costs of the science-
based enterprise. The practical application of indicators that can define the current state and
the level of dependence of science-based production on foreign raw materials will provide
grounds for a revision of the existing development strategy. What is more, it will be possible to
take into due consideration the mission of import substitution, based on the available resources
of the enterprise and the maximum permissible share of imports in production.
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Annotammsi. Poccuiickast akoHOMMKa, 0€3yCIOBHO, 3aBUCUT OT MMIIOPTAa, B TOM YMCJIE U OT
MIPEATIPUSATAN HAYKOEMKOM OTpaciu, YTO, B CBOIO OUYepedb, UCXOMIS M3 CKJIANBIBAIOIIMXCS pea-
JINH, CTaBUT Mepel HUMU 3a1auy pa3pa0OTKMU U BHEAPEHUS CTpaTeruu, IO3BOJISIIONICi Hanboiee
3¢ ¢heKTUBHO pealn30BbIBaTh 3aIlJIAHMPOBAHHYIO IIpOrpaMMy HMMIIOpTo3aMelleHus1. B maHHoM
HCCJIeIOBaHUU aBTOpaMu Obl1a pazpaboTaHa MaTeMaTU4ecKasi MOMIE/b, KOTOpasl MO3BOJISIET YUU -
THIBaTb OCOOEHHOCTM MECTHOTO PBbIHKA paboueill CWJIBI U TEXHUYECKOTOo KaIluTaja, a TakxkKe MX
BJIMSTHE HAa CTOMMOCTh ITPOM3BOACTBEHHOTO TIpollecca HayKoeMKoro TpennpusTust. [Ipumene-
HHE Ha IpaKTUKe IToKa3aTeseil, CIIOCOOHBIX OXapaKTepr30BaTh TEKYIIee COCTOSIHIE U YPOBEHD
3aBUCUMOCTH HayKOEMKOTO ITPOM3BOACTBA OT 3apyOesKHOIO CHIPhSI, MO3BOJUT IEPEeCMOTPETh
TEKYIIYIO CTPaTeruio Pa3BUTUS MPEANPUSATHS C YIYETOM 3adauu UMIIOPTO3aMEIIECHMS, MUCXOMIS U3
HMMEIOLIMXCS PECYPCOB MPEANPUATUS U MAKCUMAIbHO TOMYCTUMOM JOJM UMIIOpTA.

Kirouesbie ciioBa: MmaTemMaTuueckasi MO/ b, OLIEHKA MTPOM3BOACTBA, 3(D(HEKTUBHOCTD TTPOU3-
BOJICTBA, HayKOeMKasl OTpacib, UMIIOPT, UMIIOPTO3aMellieHEe

Jns mutupoBanmsa: Yemepuc O.C., bopucenko B.JI. Ontumuszauusi mpou3BOACTBEHHBIX
DPECYPCOB HAyKOEMKWX TMPEANPUITUIA: MaTeMaThUdecKass MOAEAb C Yy4yeToM (DUKCUPOBaH-
Hoit nonu umniopta // Texnoskonomuka. 2024. T. 3, Ne 4 (11). C. 4—13. DOI: https://doi.
org/10.57809/2024.3.4.11.1

DTO cTaThsl OTKPHITOTO MOCTYIA, pacnpoctpaHsemas 1o guieH3nu CC BY-NC 4.0 (https://
creativecommons.org/licenses/by-nc/4.0/)

Introduction

Since science-based enterprises make the engine of economic growth in our country, ef-
fective assessment of production provides grounds for timely process optimization, identifica-
tion of new development paths, and implementation of innovations. Production evaluation in
science-intensive industries is important and requires modern approaches for their analysis,
including the development of architectural solutions for IT support of R&D, thus contributing
to the integration of enterprise systems, process automation, and data security. The benefit that
are brought in via the implementation of standards (e.g. TOGAF) and conceptual architec-
tures improve performance, reduce costs, and help enterprises adapt to changing conditions.
These approaches are especially important for modelling resource optimization processes of
science-based enterprises. The problem with evaluating the impact of imported components on
production derives from the lack of developed tools for assessment and adaptation of produc-
tion processes with due consideration of the ongoing changes that result in import substitution
in all sectors of the economy, including science-intensive industries.

The main measure aimed at the development of science-intensive production is the refusal
of imports, which, in turn, is likely to put excessive burden on the available resources of the
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Russian production. With the resource shortage, chances are that the price for local resources of
Russian production will grow; their appreciation will become a consequence of demand growth,
thus leading to higher prices for the final product and increased cost of the production process.
Therefore, the shift to domestic resources should be well planned and, ultimately, should in-
crease the efficiency of science-intensive production, thereby reducing dependence on imported
resources and increasing the sustainability of the economy as a whole.

Materials and Methods

The present day economy invites various mathematical multi-factor models for assessing im-
port dependence in terms of the impact of foreign trade on domestic production, including in
the science-intensive industry, employment, and other economic parameters. Such models al-
low determining the changes in import conditions that affect the economic sustainability of the
country (Batkovskiy, Fomina, Semenova, Khrustalev, Khrustalev, 2016). The study by Urrutia
et al., 2015, articulated a mathematical model of imports and exports in the Philippines. Paired
tests show that there is no significant difference between the predicted and actual value of both
import and export (Urrutia et al., 2015; Drath, Horch, 2014).

For many years, scholars have been studying the short-run adjustment of the economy to
sustained increases in the prices of imported goods. On the other hand, they have paid attention
to the impact of imported inflation on the terms of trade (Shinkai, 1973). The foreign sector
in conventional macroeconomic models has not been properly integrated with behavioural re-
lationships in the rest of the economy. The aggregate-producing sector is usually depicted as
employing primary factors, capital and labour, to produce a single output that simultaneously
meets the demands of consumers, producers, governments, and foreigners. In this one-sector
model, imports are implicitly assumed to be either final goods that enter the utility functions
of consumers, or intermediate goods that are separable from primary factors in production
(Fayoumi, Williams, 2021). The first assumption conflicts with empirical evidence that the
bulk of international trade occurs in intermediate goods, while the second assumption involves
a substantive restriction on the form of the technology that ought to be examined and justified
empirically rather than assumed (Burgess, 1974).

For a comprehensive consideration of the issues raised in this research, the authors also stud-
ied works related to the development of an economic mechanism for optimizing the innovation
and investment program in the development of agro-industrial production (Brockova, Ros-
sokha, Chaban, Zos-Kior, Hnatenko & Rubezhanska, 2021; Kalugin, 2013), as well as issues
of adaptation of high-tech science-intensive enterprises to the challenges of Industry 4.0 (Polo-
skov, Zheltenkov, Braga & Kuznetsova, 2020). It is worth noting that Industry 4.0, in a broad
sense, characterizes the current trend of automation and data exchange. It includes cyber-phys-
ical systems, the Internet of Things, cloud computing, and represents a new level of production
organization and value chain management throughout the entire life cycle of manufactured
products (Rossini et al., 2021). At the same time, estimation of production in science-intensive
industries involves certain difficulties (Guevara-Rosero, Carriyn-Cauja, Simbaca-Landeta, and
Camino-Mogro, 2023). For instance, assessment of production in science-intensive industries
is important and requires the use of modern approaches for their analysis, including the devel-
opment of architectural solutions for IT support of R&D (Chemeris, Dubgorn & Tick, 2022),
which allows for the integration of enterprise systems, process automation, and data security.

In order to achieve the aim of this research, the authors employ the following methods: ob-
servation, system analysis, economic, mathematical and experimental modelling, abstract-log-
ical and graphical methods.
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Results and Discussion

Since the existing mathematical assessment models do not take into account a fixed share of
imports, there is an urgent need for development of a mathematical model aimed at estimation
of production at Russian science-based enterprises with due consideration of imports. Thereby,
it is essential to:

— reflect the impact of international economic and political changes on the development of
production in a modern way;

— analyze the impact of foreign goods on competition and demand for Russian products;

— improve the accuracy of productivity and efficiency assessment of Russian industrial com-
panies;

— determine the dependence of science-intensive enterprises on import supplies;

— develop new technologies to promote economic independence from foreign raw materials
and, as a consequence, increase the resistance to change in the foreign market.

In order to find the optimal parameters of production in science-intensive industries a math-
ematical model should be built. Let the production function of a science-based enterprise be
defined as follows:

0=f(L.K), (1)
where:

Q is a volume of output;

L is labor resources;

K is a volume of used technical capital.

Technical capital is a set of tangible and intangible resources that are necessary for the
production of science-intensive enterprises. It includes equipment, components, materials and
semi-finished products, software, licenses and patents for the use of technical solutions and
other resources that implemented in production.

Let us assume that technical capital includes local (national) and external (imported) com-
ponents:

K=K, + K (2)
where:

K, is external (imported) technical capital;

K, islocal (national) technical capital.

The share of external capital in total capital K is given as:

K, =0*xK, K, , =(1-0)*K 3)
where:

K is total technical capital;

0 is a share of external (imported) capital (0 <60 <1).

The share of external (imported) technical capital (parameter 0 ) is of practical importance
because the enterprise sometimes faces the need to use external technical capital with a not
more than a pre-approved and strictly regulated share of the total value of technical capital.

Taking into account the introduced parameter @, the production function takes the form:

0=7(L.,K,0) (4)

Total labor costs, local capital K, , and external capital K , should not exceed the C

budget:

1

¢, (L)+C,.,(K,0)+C,, (K,0)<C (5)
where:
C is total production budget (a given constant);
C, (L) is labor costs (cost of labor);
C,..(K,0) is expenditures on local (national) technical capital, a function of the technical
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capital K involved in production and the share of the external (imported) component in it @ ;
C,,.(K,0) is the cost of external (imported) technical capital, a function of the technical
capital K involved in production and the share of the external (imported) component in it 0.
The problem of finding the optimal production parameters L', K and 0" is an issue of max-
imizing the production function (4) under the budget constraint (5). To solve the problem using
the Lagrangian method, the Lagrangian function is introduced (Cranmer, Greydanus, Hoyer,
Battaglia, Spergel & Ho, 2020):

‘e(L:KJO’)’) =f(LaK’9)_}’(CL(L)+CI I(K,Q)-FCW[(K,Q)—C) (6)

where:

A is Lagrange multiplier, reflecting the growth of the production function f(L,K,0) when
the budget constraint is changed by one.

In order to find the optimal production parameters L, K and 0 it is necessary to calculate
partial derivatives of the Lagrangian function on the variables.

In the considered mathematical model it is assumed that the increase in production vol-
umes by a science-based enterprise located in a certain closed system (region, country, group
of countries) has a significant impact on the local labor market and resource market. At the
same time, the impact of this enterprise on the international (external, in relation to the closed
system) resource market is considered insignificant and can be ignored.

The matter is that in the real economy, as the demand for labor increases, the cost of hiring
additional workers begins to grow faster than linearly. The first reason is the limited labor re-
source, since in the local labor market the qualified workers are scarce. In order to attract addi-
tional resources, the enterprise is forced to offer higher wages. Another reason for the rising cost
of labor is the incentive to overwork. When already hired workers are forced to do overtime,
their labor is paid at higher rates, leading to a growth of labour costs with increasing volume.

Based on the specifics mentioned above, it is possible to assume that the labor cost W(L) has
the following dependence on the volume of labor:

W(L)=w,+k*L (7)
where:

W, is base labor cost;

k > 0 is a coefficient of labor cost growth depending on the volume L.

Considering (7), the following dependence of labor costs is obtained:

C,(Ly=W(L)*L=w,*L=k*I’ ()

In the local market, the supply of technical capital is limited. As demand increases, enter-
prises begin to compete for limited resources, which leads to higher prices. Let us assume that
as demand grows, local producers start to raise prices linearly to compensate for the growth of
their costs and take advantage of market conditions. Then, the dependence of the cost of local
technical capital, as follows R, (K, ), will have the form of:

Ryt (Kipet) =1y +m* K, )
where:

7, is base (initial) cost of a unit of local technical capital,

m is a coefficient of price growth of technical capital depending on its consumed volume.

Considering (9), the dependence of costs on local technical potential goes as follows:
Croea(K,0) =R, ,(K,O)*K,,.,, = (1, +m* K, . )K,,.. (10)

Given (3), it turns out that:

Croca (K,0) = (1, +m*(1-0)*K)*(1-0) (11)

Let us assume that the change in the consumption volume of technological capital at the
local enterprise is not able to have a significant impact on pricing in the international market.
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Thus, the cost of external technical capital will be considered unchanged:
R,,(K.,0)=p,, (12)
Considering (12), the dependence of expenditures on external (imported) technical potential
is obtained:
C.(K.,0)=R, (K.0)*K,, =p,,*K,, (13)
Taking into account (3), we obtain:
C,.(K,0)=p *0*K (14)
In order to model the production process of a science-based enterprise, we will employ
the Cobb-Douglas production function. This function is universal and reflects the key aspects
of production in high-tech industries, including labor, capital and their interaction (Douglas,
1928):
O(L,K)=A*I**K” (15)
where:
Q is the output volume;
L is labor resources;
K is the amount of technical capital utilized;
A is a coefficient reflecting the level of technology;
o, B is elasticity of output by labor and capital.
Substituting (15), (14), (11), (8) into (6) we obtain the Lagrangian function in the following

form: L(LK,0,A) = A*L**K" —A((w,*L+k* L")+
+(ry+m*(1-0)*K)*(1-0)+p,, *0*K -C) (16)
To find the optimal values of L* K* 6* we will take partial derivatives of the obtained

function (16) on the variables L,K,0,4 and equate them to zero.
The derivative of L (labor) will be as follows:

out

oL 4
—=A*a* " *KP - A% (w, +3k* L
oL (% ) (17)
The derivative of K (technical capital):
oL
—— = A*BEL KT A *(m*(1-0) +p,, *0
The derivative of 6 (the share of imported technical capital):
a'e — * * * *
20 =A*(r,+2m*(1-0)*K - p,, *K) (19)
The derivative of A (budget constraint):
oL — * * 3 * * * k0 k
g—(w0 L+k*L)+(+m*(1-0)*K)*(1-0)+p,, *0*K-C (20)

To find the values of L', K" ,0",A" it is necessary to solve the resulting system of equations,
which consists of 4 equations (17), (18), (19), (20) with respect to the variables L,K,0,A :
A*aq* [ *KP —A%*(w, +3k*1*)=0
AFBEIFKP )% (m*(1-60) + p, *6)=0
A*¥(r+2m*(1-0)*K-p, . *K)=0
(¥ L+k* L)+ (ro+m*(1-0)*K)*(1-0)+ p, *0*K —C =0 (21

The resulting system of 4 equations is nonlinear and has no analytical solution for the gener-
al case. For specific values of parameters ( 4,a, B, w,,k,r,,m,C, p, ) the solution can be found
only numerically using optimization methods.

If the variable O is considered as a predetermined parameter, for example, the enterprise has
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a task to use imported capital by no more than 30% (6.= 0,3), then the system of equations
(21) will take the following form:

A*a* L7 *KP = 2% (wy +3k* L)
A*B*L* * KA =,1*(m*(1—96)2 +p,.*6.)
w, *L+k*D +(+m*(1-60,)*K)*(1-6,)+p,, *0.*K=C (22)
The resulting system of 3 equations is also nonlinear and has no analytical solution for the
general case. For specific values of parameters ( 4,a, B,w,,k,r,,m,C, p,,.,0.) the solution can
be found only numerically using optimization methods.
The economic essence of the developed model is to apply a mathematical model that takes
into account a fixed share of imports 6 to optimize the production resources of knowledge-in-

tensive enterprises. Fig. 1 schematically depicts the optimization directions of import substitu-
tion strategies using the proposed mathematical model.

out?

Fig. 1. Optimization directions of import substitution strategies using the proposed mathematical model
(designed by the authors)

Overall, the mathematical model suggested in this research allows to:

— Take into account the dependence of prices of local resources on their planned consumed
volume when generating the import substitution strategy;

— Determine the optimal strategy to reduce the share of imports involved in production
using numerical methods.

This model makes a tool for resource optimization, improvement of management decisions,
and strategic planning in the science-intensive industry as a whole. As the analysis shows, the
cost of labour and local technical capital nonlinearly depend on the volume of their use, which
is explained by the resource scarcity, competition in local markets, and rising costs. Taking into
account these factors, the enterprises can plan costs more accurately and avoid price fluctua-
tions.

Conclusion
The model developed in this research provides enterprises with a tool for strategic planning,

10
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allows them to respond quickly and adapt production processes to changes in the external en-
vironment, allocate resources more efficiently, reduce costs, and increase productivity. Its ap-
plication contributes to the overall development of strategies aimed at reduction of dependence
on imports and higher resilience to external economic challenges. In the further research it is
planned to make the model more accurate via expanding and including additional criteria, such
as the impact of technological innovation, and the dependence of prices for technical capital
and labour resources on time (inflationary component). To sum up, the suggested model proves
to be very promising in terms of its potential use in various branches of science-intensive pro-
duction to ensure efficiency and competitiveness.
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Annotamus. B maHHOI cTaThe paccMaTpuBaeTcsl BO3MOXHOCTh MPOTHO3UPOBAHUST 3HAYCHU
psiZia C UCTIOJIb30BAaHUEM KOMIUIEKCHO3HAYHOI aBTOPETPECCUU C OIIIMOKOM TSI KPATKOCPOYHOTO
MPOrHo3MpoBaHusi. PaccMaTpuBaloTCs OCHOBHBIE TOHSATHS TeOPUU (DYHKIIMU KOMILJIEKCHO3HAY-
HOTO0 TMEPEMEHHOTO W MOJEIV KOMITJIEKCHO3HAYHOUW aBTOPETPECCUM, TPUBOMASITCS PE3YIbTaThI
NPUMEHEHUS MOJIEJel MEepBOro W BTOPOTO MOpSAKAa KOMIUIEKCHO3HAYHOW aBTOPErpeccur ¢
omm6okoit CARE(p) st onmcaHust 1 TPOTHO3MPOBAHUS UCXOAHOTO Psijia, CPABHUBAIOTCS TIOJTY-
YEHHBIE PE3YJIbTATHI C PE3YJIbTATAMU aBTOPETPECCHUU MEPBOTO U BTOPOTO MOPSAKOB B AEHCTBU-
TeJBHBIX YMCiax. B pesyibTare uvccienoBaHus, aBTOpaMu ObUT cliejaH BBIBOA O BO3MOXHOCTHU
TMPUMEHEHUST MOJIEJIM KOMIUIEKCHO3HAYHOI aBTOpPErpecuu C OLIMOKOM, TaK KaK OHa IoKaszaja
0oJiee TOUHBIN pe3yabTaT Al KPATKOCPOYHOTO MPOTHO3UPOBAHUSI, B OTJIWYME OT MOACIU aB-
TOperpeccur B JACHCTBUTENbHBIX UMCIaX. Tak Xe JejlaeTcsl BBIBOM, YTO KOMIUIEKCHO3HAYHasI
aBTOperpeccus ¢ OIIMOKON MOMIEXUT MajlbHEHIEeMy MCCIENOBAHUIO, YTOOBI BBISICHUTH BO3-
MOXXHOCTb MPUMEHEHUS €€ MHAMOK YacTH.
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Introduction

Nowadays, humans often ask themselves the question, “What’s coming?”. We tend to find
specific interest in the events that are coming even if it is impossible to look into the future.
Many forecasters try to make their prognosis as close to reality as possible. Unfortunately, a
forecast can never be one hundred percent correct, since numbers and formulas fail to describe
our complex and constantly changing world. Still, everyone is trying to find a model that will
be able to capture the trends of change.

As the volume of data in today's information society grows, forecasting plays an important
role in various fields, from economics and finance to data science and marketing. Forecasting is
an integral part of our lives. Every day we attempt to predict the outcome of various events and
calculate our chances for all possible options. We even check out the weather forecast before
going outside.

There are many different models that are capable of “predicting” the future to varied de-
grees. This research focuses on modelling stationary reversible processes that can be predicted
using autoregressive models. Today, autoregressive models are the most frequently used ones in
short-term economic forecasting (Svetunkov, 2021). For some reason, most forecasters use real
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numbers for their forecasts, considering complex numbers to be the prerogative of physicists
and mathematicians (Doronin, 2023; Andrei, 2021). It does make sense, since complex num-
bers consist of two parts: real and imaginary. However, what is the imaginary part in the real
world? Most forecasters probably stumble at this question and get back to the well familiar real
numbers. For example, when modelling production processes, production functions of complex
variables describe these processes in more detail and, in a number of cases, demonstrate greater
accuracy than production functions of real variables (Svetunkov, 2019).

In this paper the authors briefly review the theory of complex-valued variables and examine
the application of complex-valued autoregressive models such as CARE.

Materials and Methods
A complex number is a pair of numbers consisting of two parts — real and imaginary:
Z=x+iy

where,

x is the real part of a complex number;

iy is the imaginary part of a complex number;

x and y are real numbers;

i is the imaginary unit, which satisfies the equality: i = \/—_1

Complex numbers are quite an interesting tool that gives more possibilities, unlike real num-
bers. At the same time, it is possible to carry out all the same operations with real numbers as
with complex numbers (Vasilyeva, 2019). Why then, is this tool not as popular among forecast-
ers? It happens to be all about the imaginary part. Many do not understand its meaning in the
real world, which is clear, because there is nothing imaginary in our world, only real. In fact,
complex numbers are simply a tool for reflecting reality, like any procedure in mathematics, so
almost any characteristic of a process can become imaginary.

A complex number consists of a pair of numbers. Thus, in order to reflect it on a plane, two
numerical axes must be used. The real part of the number is plotted along the abscissa axis, and
the imaginary part along the ordinate axis. Figure 1 shows a complex number in a Cartesian
coordinate system.

Fig. 1. Complex number in Cartesian coordinate system.

A complex number can be represented as a vector that starts at the origin and ends at point
Z. Then any complex number can be represented in polar coordinates:
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z=x+iy=r(cos@+ising) (2)
where,

@ 1is the polar angle;

r is the polar radius (vector length), which is called the modulus of a complex number
(Zvereva, 2021).

The modulus of a complex number is equal to:

F=ax 4+’ (3)

The polar angle can also be easily found:

Y
@ = arctg . + 2k )
where,

k is an integer. Sometimes the polar angle is called the argument of a complex number. In
most cases, the condition k = 0 is accepted.

The fact that complex numbers can be considered simultaneously in both Cartesian and
polar coordinates is their advantage over real numbers. Another important property of complex
numbers, which will be useful to us for further research, is that two complex numbers are equal
to each other if and only if their real and imaginary parts are equal to each other:

We will consider the following form as a more compact:
Y, =1.(x,)
Yi= fi(xi) (6)

It is important to note that in this form of notation we have gotten rid of the imaginary unit,
and for those who are not familiar with the theory of functions of a complex-valued variable,
it will be easier to perceive this equality (the imaginary unit remains only in the indices to dis-
tinguish between variables). Modern researchers who use random variables in their work always
believe that their parts (real and imaginary) are independent of each other (Tavares, 2006; 2007;
Kennedy, 2008). Some scientists also consider the dependence of these parts, although they add
the prefix “pseudo” — pseudo covariance or pseudo dispersion (Kammeyer, 2002; Picinbono,
2009). S.G. Svetunkov in his works (Svetunkov, 1999; 2019) demonstrated the conditions for
the dependence of these two parts.

More information on the theory of functions of a complex-valued variable can be obtained
from the manual “Complex numbers and functions of a complex variable” (Gamova, 2022;
Peca, 2011). For further research in the framework of this paper, the presented information is
more than sufficient.

Results and Discussion

Complex-valued autogression model

Let us examine models of complex-valued autoregressions for short-term forecasting (Sve-
tunkov, 2021).

In general, the complex autoregressive model can go as follows:

v =S - : (7)
Ve T = ZF(yl(t—r) +ly2(,_7)) + (31, +182t)
=1

where,

Vi, and iy,, are the real variables predicted at time t;
i is the imaginary unit, i = \/TI ;

F is some complex-valued function;

T is the autoregressive lag;

p is the autoregressive order;
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g, and g, are the approximation errors of the first and second variables at time t.

Depending on the type of function F, complex autoregressions can be linear and nonlinear.
Nonlinear autoregressive models of real variables are not often encountered in either practical
applications or theoretical studies. Therefore, we will use linear autoregressions and denote
them as CAR(p). Thus, the considered complex-valued autoregressive models CAR(p) in gen-
eral will be presented in the following form:

)4
Yy iy, =(by + ibl)+z(a07 +ia,, )(yl(t—r) +iy2(t—r)) +(¢, +ig,,) (8)
where, =
b, and b, are coefficients (free terms) reflecting the initial value of the complex series;
a,, and q, are proportionality coefficients.
If we center the variables relative to the arithmetic mean, we can get rid of the free terms.
Then, the first-order complex autoregression CAR(1) can be represented as:
Yie Yo = (g i, )Yy +1V5)) )
In this model, two variables are predicted. We transform this model to predict one variable,
taking the second variable equal to the error g, , because it can serve as a characteristic of the

process. Our model will take the following form:

A~

R p
yt +&r = Z(aor + ialr )(yt—r + igt—r)
v (10)

This model is usually refered to as a complex-valued autoregression with error and is denoted
by CARE(p).

The idea of such a complex model was put forward first by I.S. Svetunkov back in 2011,
when the complex-valued form of the exponential smoothing model was presented (Svetunk-
ov, 2012; Racine, 2019). Research has shown that the complex-valued exponential smoothing
model provides more accurate economic forecasts compared to exponential smoothing models
of real variables (Svetunkov, 2015).

The CARE(p) model, as discussed earlier, can be represented as a system of two real vari-
ables:

~ P p
yt = Z (aO‘ryt—T ) - Z (alrer—r )
=1 =1

~ P P
&r = z (aOTgt—r) + Z (alryt—r)
=1 =1

Then for the real part of the complex-valued model we get: v
ReCARE: ¥, = i(aofy,f ) i(al,s,r) (12)
And for the imaginary part of this model:
ImCARE: &, = Zp:(amgt,, )+ Ep: (a.y,.) (13)
=1 =1

Thus, in economic forecasting, in addition to the general CARE(p) model, two other inde-
pendent models can be used: ReCARE(p) and ImMCARE(p) (Svetunkov, 2020).
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Using the CARE(p) model and comparing the CARE(1) and CARE(2) models
As mentioned earlier, the CARE(p) model can be used as a system of two equalities:

A~ P )4

ReCARE: ¥, = (ay.y,.)— > (a.€,._.) (14)
7=1 =1
A )4 )4

IMCARE: & =) (ay.¢,_)+ Y. (a,¥,.) (15)
=1 =1

These models describe a series with some error, and the problem of estimating the coeffi-
cients @, and g, is reduced to minimizing the sum of the squares of this error. For models
(14) and (15), these errors are respectively equal to:

Re: E=Yy,—Y, (16)

Im: u=¢,—-¢: (17)

Moreover, if we minimize the sum of squares (16), then the errors (17) will be very large,
and vice versa.

For the study, series No. 2810 was taken from the International Institute of Forecasters da-
tabase. For this series, forecast values (y,) and forecast deviations (&.) were calculated using
the CARE(1) and CARE(2) models.

The results obtained are presented in Figure 2.

Fig. 2. Initial series V, and calculated values of the model ReCARE(p).

The model, as can be seen from the figure, described the series well and was able to capture
the trends of change. There is no particular difference between the models ReCARE(1) and
ReCARE (2).

The results obtained for the model ImCARE(p) are presented in Figure 3.
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Fig. 3. Deviations &, and calculated values of model deviations InCARE(p).

Models ImMCARE(1) and ImMCARE(2) also coped well with the task. They adequately de-
scribed the deviations of their own models. However, these models described errors g, , with ab-
solutely different coefficients a,, and g, from models ReCARE(1) and ReCARE(2). Here, the
question does arise: “How did the calculated values y, deal with the coefficients @, and a
of models ReCARE(1) and ReCARE(2)?” In order to respond, it is necessary to minimize the
sum of the squares of the approximation error ¢ (17) in models ReCARE(1) and ReCARE(2).
Figure 4 depicts the obtained results.

Fig. 4. Initial series ), and calculated values for the model coefficients INCARE(1) and ImCARE(2).

These models also capture the trend of change, but it is as if the model with ImCARE(1)
coefficients is shifted along the ordinate axis below the actual values by some fixed value. The
model with ImnCARE(2) coefficients described the original values y, way better.
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The only remaining thing to do is to find out what calculated values of deviations g, will be
obtained when using the coefficients of the ReCARE(1) and ReCARE(2) models. In order to
do so, the INCARE(1) and ImMCARE(2) models will be used, but the sums of the squares of the
error &€ (16) will be minimized. Figure 5 demonstrates the results.

Fig. 5. Deviations &, and calculated values of deviations for the
coefficients of models ReCARE(1) and ReCARE(2).

It is no surprise that the deviations of the two models are very close, since their calculated
values are also close (Fig. 2). What is more interesting is that the calculated values of the de-
viations g, capture the trend of change, but again there is a shift along the ordinate axis lower
by some value.

It is difficult to describe the scope of application of the ImMCARE (p) model, since it does not
predict the values of y,, but the characteristics it calculates can probably serve as an additional
characteristic of the process under study, which remains unclear.

For further research, we took the same series Ne2810 from the International Institute of
Forecasters database. This series consists of 71 observations. This time we will split it into two
parts — training and testing. The first 67 observations will be training, and the coefficients of the
ReCARE(1) and ReCARE(2) models will be calculated on them. The last 4 observations will
serve as testing for these models. The later will be compared by calculating the relative error.
Table 1 summarizes the results.

Table 1. Comparison of ReCARE(1) and ReCARE(2) models

Observation 1 order 2 order
No. Y 5,[ Re Error, % )A,l Re Error, %
68 31814 3179.938 0.045955939 3202.492 0.66299386
69 3129.1 3135.165 0.193818401 3146.096 0.543160288
70 3086.6 3107.248 0.668957055 3116.743 0.976576857
71 3081.5 3077.714 0.122854666 3084.117 0.084934346
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The table shows that both models coped with the task and were able to predict the next
values with an accuracy of over 99%. The ReCARE(1) model did a better job, although the
ReCARE(2) model also performed well.

Now, using the same principle, we will compare the ImMCARE(1) and ImCARE(2) models,
only the calculated values will be compared with the deviation &, each model will have its own
deviations, since the calculated values y, differ. The results are given in Table 2.

Table 2. Comparison of InCARE(1) and ImCARE(2) models

Observation 1 order 2 order
No. e Im s Im Error, % ¢ Im s Im Error, %
68 264.7697 278.7766 5.290202952 | 45.54745 33.06735 27.40020701
69 3296.899 3294.786 0.059053573 216.462 217.8235 0.628957094
70 3359.584 3358.786 0.023741284 1703.596 1755.585 3.051706806
71 3457.8 3417 .41 1.168089727 3466.573 3411.657 1.584169878

The ImMCARE(1) model showed a more accurate result. The ImCARE(2) model also showed
a good result, except for the 68th observation. It should also be noted that both models showed
absolutely different results on the same observations, with the difference reaching the order of
thousands. Moreover, € increases in both cases from 68 to 71 observations. The deviations of
¢ itself are smaller when using the second-order model.

In this regard, the behavior ), of the coefficients of the INCARE(1) and ImCARE(2) mod-
els became interesting. The comparison was carried out according to the same principle. Table
3 presents the obtained results.

Table 3. Comparison ), of the coefficients of the InCARE(1) and InCARE(2) models

Observation 1 order 2 order
No. y )A;[ Im Error, % ;t Im Error, %
68 3181.4 2916.63 8.322427811 3135.853 1.431679331
69 3129.1 -167.799 105.3625424 2912.638 6.917709369
70 3086.6 -272.984 108.8441611 1383.004 55.19328402
71 3081.5 -376.3 112.2115983 -385.073 112.4962837

Surprisingly enough, 68 and 69 observations of the 2nd order model can be considered quite
good. For a more detailed analysis, graphs are presented below (Fig. 6).
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Fig. 6. Initial series ), and calculated forecast values for model coefficients INCARE(1) and InCARE(2).

As can be seen from the figure, these models described the training set quite well up to the
68th observation (although the ReCARE(p) model did better). Starting from the 69th obser-
vation, the model with the ImMCARE(1) coefficients went into disarray. The model with the
ImCARE(2) did so starting from the 71st observation, although it started showing poor results
already at the 70th observation.

Comparing the deviations and their error using the coefficients of the ReCARE(1) and Re-
CARE(2) models does not make any sense, since when using these models they did a poor job
in describing the original series (Fig. 5).

Comparison of AR(p) and CARE(p) models

The general form of the autoregressive model AR(p) is:

~ P
yt_;aryt—r (18)

With its help, stationary processes are modeled, each current value of y, which is deter-
mined by previously accumulated values y,_;,Y,,, etc.

In order to construct this model, and namely to determine the values of the coefficients a_,
as for the ReCARE model, it is necessary to minimize the sum of the squares of the deviations
g: ~

E=Y, — (19)

As can be seen from the model, it is not oriented towards taking into account the approxi-
mation errors & .

To begin with, let's construct a first-order model, which will take the form:

Yi=aq)iy (20)

For the analysis we will use the same series #2810 from the International Institute of Fore-
casters database.

Figure 7 presents the obtained results.
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Fig. 7. Initial series ), and calculated values of the model AR(1).

Overall, the model did a good job. It described the series perfectly well and captured the
trend of changes. However, the ReCARE model will be able to compete with it, since Figure 7
and Figure 1 are quite similar.

Next, we will build a second-order autoregressive model, it will take the form:

Vi=ay,tay,, (21)

Figure 8 presents the obtained results.

Fig. 8. Initial series ), and calculated values of the model AR(2).
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No significant changes are observed. The model performed well, as did the models in Figures
1 and 7.

The ReCARE model performed no worse or better than the well-known AR model, meaning
that the ReCARE model is competitive. Now, let's compare the ReCARE(p) and AR(p) models
in numerical values.

In order to compare two different models, we need a more precise criterion than just a sin-
gle-strength error. Deviations from the test set are not always the best indicator for choosing a
model, since only the last values are compared, not the entire series.

In order to compare the results, three most commonly used approximation accuracy char-
acteristics were calculated:

1. Root mean square deviation of the approximation error (RMSD);

2. Akaike information criterion (AIC);

3. Bayesian information criterion (BIC).

The standard deviation of the error shows how large or, on the contrary, insignificant the
errors of approximation of the entire series were. The smaller RMSD — the better. The last
two criteria show the “clutter” of the model; by comparison, they can be used to determine a
simpler model that retains the accuracy results.

First, as with the ReCARE(1) and ReCARE(2) models, we will split the data into training
and testing data, and then check how the AR(1) and AR(2) models performed and compare
them with other models based on the specified criteria. Table 4 summarizes the obtained data.

Table 4. Comparison of approximation accuracies of the ReCARE(p) and AR(p) models

AR
Observation (lslt‘l(‘frdser) AIC (1) BIC (1) (Znﬁl‘ﬁer) AIC (2) BIC (2)
68 192.1437 | 10.54589868 | 10.5785385 | 185.3886 | 10.50373156 | 10.5690112
69 304.6962 | 1146761622 | 11.49999457 | 305.2839 | 11.50045567 | 1156521238
70 371.4359 | 11.86332406 | 11.89544542 | 373.6194 | 11.90361787 | 11.96786059
71 420.8575 | 12.11275749 | 12.14462622 | 423.5752 | 12.15380011 | 12.21753758
RcCARE
Observation (lslfl(‘)fdser) AIC (1) BIC (1) (an(}“fr?ler) AIC (2) BIC (2)
68 180.18735 | 10.4468178 | 10.51209748 | 172.05523 | 10.4132781 | 10.54383738
69 304.6941 | 11.4965877 | 11.56134439 | 301.72071 | 11.5349456 | 11.66445901
70 37575992 | 11.9150437 | 11.97928646 | 372.20506 | 11.9531756 | 12.08166102
71 42075671 | 12.1404476 | 12.20418503 | 422.58824 | 12.2054726 | 12.33294752

All models showed the best result on the first observation, which is understandable, because
the problem is short-term forecasting. In fact, all models coped with forecasting specific ob-
servations with approximately equal accuracy. The ReCARE(2) model showed the best results
in forecasting the 68th (although the ReCARE(1) model also coped better than the models of
ordinary autoregression). This indicates the accuracy of the ReCARE model.

Conclusion

In this research, the theory of complex-valued variable functions was considered, and the
model of complex-valued autoregression of the CARE(p) was studied. Autoregression of this
type consists of two parts: ReCARE(p) and ImCARE(p).
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The ReCARE(p) model is excellent at learning from the given data, picking up on trends,
and being able to “predict” the data with excellent accuracy.

The ImCARE(p) model is well-oriented to predict approximation errors, but with com-
pletely different coefficients from the ReCARE(p) model. The model is well trained to predict
the values themselves but is only capable of producing good results for one step, while the Re-
CARE(p) model with its coefficients produces a result much more accurately. This model needs
to be studied in more detail to recognize its practical application.

When comparing the ReCARE(p) model with the standard autoregressive (AR) model, the
ReCARE(p) model showed a more accurate result when forecasting for one step; the standard
deviation was 180.187 (first order) and 172.055 (second order) against 192.144 and 185.389,
respectively. This indicates the advantage of the complex-valued autoregressive model. These
two models are short-term forecasting models, so when forecasting for more steps than one,
they showed slightly worse results. Nevertheless, the accuracy of these results is quite high; the
models coped with the task at about the same level.
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Annotamusg. OTpacib 31paBOOXpPAHEHMS SIBIISIETCS OJHOW M3 TJIABHBIX COCTABHBIX 4acTei
MPOU3BOJUTENBHBIX CUJI TOCYIaPCTBA, IMTIO3TOMY OT €€ Pa3BUTUS 3aBUCUT OJ1aronojiyyue u 6yaro-
COCTOSIHME BCEeTo o0lIecTBa B OynyieM. HecMOTpst Ha 3HAUUTENbHBII TJIaCT HAKOTIJICHHBIX 3HA-
HUl B 00JIaCTU MEIULIMHBI, CYLIECTBYIOT TPYAHO AHAJIM3UPYEMble U TPYIHO MPOTHO3UPYEMbIE
obnactu. [IprMeHeHUe UCKYCCTBEHHOTO MHTEJUIEKTa U HEMPOHHBIX CETEN B 3IPABOOXPAHEHUU
CIMOCOOHO CYIIIECTBEHHO PACIIMPUTh aHATUTUYECKUI ammapaTr U KOpeHHbIM 00pa3oM U3MEHUTH
CYIIECTBYIOIIME MOAXOAbI K HAYYHBIM MCCJIENOBaHUSIM. B cTaThe paccMaTpUBaIOTCS PE3yabTaThl
MPAKTUYECKOTO MPUMEHEHUS UCKYCCTBEHHOTO MHTEJUIEKTA U UCKYCCTBEHHBIX HEMPOHHBIX CETEM
B cepe 3apaBooxpaneHusi. Llenb ucciaenoBaHusi — Mokas3aTh MEPCIEKTUBBI U MPEUMYIIECTBA
WCTOJIb30BaHUSI TaHHBIX MH(MOOPMALIMOHHBIX TEXHOJIOTUI B MEIUIIMHE, BBISIBUTH TTPOOIEMBI TTPU
BHEJIPEHUU TEXHOJOIUMA UCKYCCTBEHHOIO UHTEJUIEKTA B MEAULIMHCKYIO NIPAKTUKY U MIPEIJIOKUATH
BO3MOXKHbIE BapUMaHThl PELICHUST YACTU 3TUX MpobsieM. B ctathe mpuBeneH 00630p JUTEpaTyphl
Mo MpobJieMaTUKe UCKYCCTBEHHOTO MHTEJUIEKTa U HEMPOHHBIX CETEi, pacCMaTpeHbl MPUMEPHI
YCIELIHOTO MPUMEHEHUS UCKYCCTBEHHOTO WHTEJUIEKTa U HEMPOHHBIX CeTell B (hapMaKOJIOTUH,
NPOTHO3UPOBAHUU U UCCIECAOBAHUU PA3HBIX TUIOB 3a00JIEBAHUM: CEpAECYHO-COCYAUCTOM CU-
CTeMbI, IEPMAaTOJIOTMU, OHKOJIOTMU. BTOpas yacTh vcciiefoBaHus TTOCBSIIEHA 3TUKO-TIPABOBBIM
acreKkTaM W mpobsiieMaM MpPaKTUYECKOro MUCMOJb30BaHUSI UCKYCCTBEHHOTO MHTE/UIeKTa. B ka-
YECTBE OCHOBHBIX PE3YJIbTaTOB MCCIIEIOBAHMS MPEIACTABICHBI pa3paboTaHHBIE B COOTBETCTBUU
co crangaproM TOGAF monmenu IT-apXxuTeKTypbl MEIUIIMHCKON MH(MOPMAIIMOHHONW CUCTEMBI
U MOTOKOB JaHHBIX.

KioueBbie c10Ba: 31paBOOXpaHEeHNE, MCKYCCTBEHHBIM MHTEJICKT, MICKYCCTBEHHBIE HEHPOH-
HbI€ CETH, AMArHOCTUKA U MpOrHo3vpoBaHue 3adoneBaHuit, crangapt TOGAF, meaunuHckas
nH(GOpPMaIMOHHAs CUCTeMa

Jna murnpoanusa: MruareeB I1.K., JIéBuna A.M. McKycCTBeHHBIN MHTEJIEKT M MUCKYC-
CTBEHHbIC HEMPOHHBIE CeTH B cepe 3apaBooxpaHeHus // Texnoskonomuka. 2024. T. 3, Ne 4
(11). C. 28—41. DOI: https://doi.org/10.57809/2024.3.4.11.3

DTO CTaThsl OTKPHITOTO AOCTYyIIa, pactpoctpaHsemMas mmo guieH3un CC BY-NC 4.0 (https://
creativecommons.org/licenses/by-nc/4.0/)

Introduction

The healthcare industry is actively developing thanks to the introduction of modern IT solu-
tions. For instance, telemedicine has made it possible to receive high-quality medical counsel-
ling in remote regions; modern computer screening techniques now allow detecting and treating
rare and severe diseases at early stages. The application of computer technologies facilitates
creation of medication with unique pharmacological properties and significantly reduces the
cost of their development. Accordingly, these developments make drugs more available for the
population.

Currently, many positive trends can be specified: higher life expectancy, better quality of
health care, and medical services provided to the population. At the same time, new challenges
that require up-to-date approaches arise. A possible response to this demand is the introduction
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of artificial intelligence (Al) and artificial neural networks (ANN) as basic tools of the support
system and medical decision-making. The Al and ANN are expected to transform information
according to the emerging requirements. In order to do so, the neural network is trained using
a special algorithm, which shapes connections of individual neurons and modifies them, so that
the final output signal corresponded to the desired command. Thus, the task of these technol-
ogies is reduced to finding solutions to certain problems, especially when the user is not fully
aware of the internal processes involved.

This article reviews the results of a wide range of studies on the application of Al and ANN
in several areas of healthcare and highlights the associated challenges faced by healthcare
professionals in the use of these technologies. Recognizing these challenges can enable the
community to direct intended effort in the attempt to overcome prospective obstacles. When
considered from such an ambitious perspective, artificial intelligence and neural networks can
make a win-win tool for the medical and scientific community to use.

Materials and Methods

The main method used in this research is literature review and analysis of scientific studies
published in Web of Science, ResearchGate, and PubMed. Most of the examined papers were
written in the period from 2013 to 2023 by foreign specialists from Spain and Turkey. Domestic
studies on the IT technologies in healthcare were also analyzed.

Based on the literature review and assessment, the authors identified the main implemen-
tation prospects of neural networks and artificial intelligence. The graph by Nature in 2020
depicts an increase in the overall interest in these types of digital technologies in the medical
industry. According to the results, the 2014-2019 period has seen an almost eightfold increase
in the number of publications in the electronic medical library PubMed on the application of
artificial intelligence and neural networks in medicine.

Fig. 1. Number of published Al studies.

This exponential growth in the number of studies is usually associated with the gradual mas-
tering of technologies and, accordingly, with the expansion of the overall agenda. However,
what is the reason for such excitement around artificial intelligence and its derivative tools?
For many non-professional users, artificial intelligence is just a toy that can generate text of
varied reliability, process images, and answer questions. Such a superficial attitude provokes a
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number of questions. Should AI and ANN technologies be taken seriously? Are Al and ANN
the cutting-edge technologies of the future that will shape the basis of many business processes?
Should companies reorganize themselves now to apply Al and ANN? This research aims to
answer these questions based on the specifics of the medical industry.

A widespread expansion of artificial intelligence originates from a number of reasons:

1. The development of computer technology, in particular computer GPUSs, has made it pos-
sible to obtain relatively cheap computing power, which Al and ANN calculations are based on.

2. Al is an effective tool for big data processing. Every day a large amount of both struc-
tured and unstructured data is generated and used for further analysis and management deci-
sion-making. Al makes it possible to process data at high speed, identify hidden patterns, and
draw predictions.

3. Al and ANN automate many business processes that used to require direct human partic-
ipation. For example, speech or image recognition.

4. Al and ANN are actively used in fundamental scientific research. ANN as an analytical
tool is already showing significant results in many scientific fields. Medicine and biology make
no exception.

5. The models and principles involved in the performance of Al and ANN are multifunc-
tional and can be applied in many areas.

In the medical industry, Al's ability to analyze a large stream of data and draw logical con-
clusions is particularly relevant. Al can be used as a system to support medical decision-making
when deciding on difficult diagnoses or predicting the course of chronic diseases. When con-
sidering the healthcare, it is impossible to neglect other related scientific areas of fundamental
knowledge. Al is actively used in the development of new medications, including ones for dif-
ferent types of cancer; electronic histology; cytology; genetics.

In the domestic studies, one of the most fundamental research on neural networks in medi-
cine was carried out by N.V. Ivanov (Ivanov, 2018). The author describes the basic structure of
neural networks, their principles, and existing training algorithms. What is more, N.V. Ivanov
specifies the advantages and disadvantages of using neural networks. Here is the range of the
emphasized advantages:

1. The possibility of solving problems with implicit or unknown regularities. Traditional
mathematical and analytical methods are unsuitable for analyzing this type of data.

2. Resistance of algorithms to noise in the input data — the ability to work with uninform-
ative noisy incoming signals by screening them automatically in the course of the algorithm.

3. Adaptability of models to changes in the external environment. Neural network algorithms
can be sufficiently adaptive to changes in the analyzed signals in time. In addition, neural net-
works are retrained on the go in real time.

4. Potential fast performance and fault tolerance.

N.V. Ivanov also groups many factors as disadvantages:

1. Neural networks require a significant dataset for successful training and operation.

2. Creating neural networks is a labour-intensive and time-consuming process.

3. Possible mathematical errors in the model, including inaccurate definition of local ex-
trema, excessive growth of weight coefficients at the sigmoidal character of the transfer function
of the neuron, unsuccessful choice of the input variables.

4. Neural network problem solving is not explicit for the user, as transformations inside the
hidden layers of the network occur covertly.

5. The data should be similar to those that the network was originally trained on. Otherwise,
the predicted values may be inaccurate.

The research by Filippo A. and co-authors (Filippo, 2013) is dedicated to the application
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of ANN in diagnostics. The researchers consider the main directions of diagnostics of various
diseases, where ANNs show highly reliable results.

In the cardiovascular diagnosis, the best results were shown with the ANN for non-invasive
detection of coronary heart disease. Based on cholesterol, patient’s age, and arterial hyperten-
sion, the neural algorithm produced a diagnosis with the 91.2% accuracy.

At the same time, the neural network was able to recognize the most frequent risk factors for
the disease (Karabulut, 2013). In addition to coronary heart disease, neural networks can detect
heart rhythm disorders. In his work, H. Uguz (Uguz, 2013), describes the application of neural
networks in analysis of audio recordings of heartbeats. The results obtained show 99% accuracy
in recognizing sounds, which is significantly higher than standard stethoscopy.

The application of neural networks in the diagnostics of oncological diseases has shown
significant efficiency as well. Every year more than 300 000 people die of cancer in Russia,
so the speed of analysis and its accuracy play a vital role in diagnosing cancer at early stages.
The first neural networks capable of determining the type of cancer appeared in the late 1990s.
Since then, approaches to cancer cell screening have been significantly improved. One of the
promising methods of cancer detection is microwave radiothermometry, which allows detecting
temperature deviations in the affected areas. The most important disadvantage of the method is
the imperfections of human interpretation of the obtained results.

The work of A.G. Losev and D.A. Medvedev (Losev, 2019) focuses on the application of
ANN as an analytical tool and decision support method for diagnosing breast cancer by radi-
othermometry. According to the results, the neural network developed by the authors gives a
correct, and most importantly, fast result with a probability of more than 84%.

Similar results were shown in the work by A. Tate. The neural network was trained to recog-
nize different types of ovarian cancer by analyzing the results obtained from a mass spectrome-
ter. The accuracy of 96% significantly outperforms classical statistical methods of cancer typing,
such as Student's t-test. D. Brougham (Brougham, 2011) and the team of researchers applied
the neural network developed by A. Tate to process the results of lung MRI. The achieved ac-
curacy of 100% in classifying lung adenocarcinomas indicates a high degree of applicability of
the A. Tate’s neural network. Thus, the joint efforts of several research groups have proved that
the same neural network can be used to analyze different forms of tumours.

The next important area of diagnosis is diabetes. According to statistics, by the end of 2021,
more than 5 million people suffering from various types of diabetes had been recorded in Rus-
sia. The type 2 diabetes is the most common. In this type the response of cells to insulin is
disturbed, leading to impaired tissue homeostasis and hyperglycemia. At the moment it is not
so difficult to recognize diabetes. It is detected by the level of glucose in the blood and the test
can be taken in an ordinary district clinic or with a simple glucometer. Nevertheless, since di-
abetes is accompanied by many associated complications, it is necessary to anticipate patients'
conditions based on their medical records and regularly updated blood tests.

In their study, A.G. Trofimov et al. consider the application of self-learning neural networks
in determining the dosage of glucose in patients with type 1 diabetes mellitus. Continuous glu-
cose measurement systems were used, as well as insulin pumps that administer subcutaneous
insulin automatically when necessary. The models of the glucose control system are based on
the mechanism of glucose processing by body cells under the action of insulin. Since analyz-
ing this mechanism is rather complex, parameters are normally estimated individually for each
patient, which significantly reduces the accuracy of predictions. The neural network developed
by the authors allows for a mathematical evaluation of glucose processing. The results obtained
show high accuracy of the predicted values. Similar studies were conducted by other authors,
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including Klimonotov V. (Klimonov, 2021).

ANN algorithms are also employed in prediction of diseases associated with diabetes melli-
tus. S. Safarova (Safarova, 2023) described an ANN predicting bone metabolism in diabetes. As
input data for the neural network she used sex, age, and duration of the condition. The output
data were represented by variables reflecting the state of bone metabolism: bone mineral density
and markers of bone remodeling. The developed system predicted the correct development of
reparative osteogenesis with a probability of 92.86%. In his turn, E. Dobrov (Dobrov, 2022)
describes the use of ANN for the diagnosis of diabetic retinopathy.

In addition to the conditions described above, ANNs are used in the diagnostics of many
other diseases:

1. Ophthalmologic diseases;

2. Skin autoimmune diseases. The TzanckNet neural network developed by American scien-
tists diagnoses diseases based on smear images with 94.3% accuracy;

3. Skin cancer. A neural network developed by American researchers from Stanford Uni-
versity is able to predict skin cancer with 72% probability based on images, which is 6% higher
than the conclusion of dermatologists based on empirical data.

4. Skin rash. The Al Skin mobile app uses a neural network to analyze skin rashes from a
photograph, followed by a preliminary diagnosis.

5. Respiratory diseases. The mobile application “Al Resp” can analyze a person's breathing
patterns and detect respiratory diseases.

Many studies are devoted to the specific practical application of artificial neural networks
in medicine. The work by Y.A. Sergeev, E.A. Sterleva, and D.A. Niazian (Sergeev, 2021) pro-
vides a description of a three-layer recurrent neural network capable of predicting pathologies
of therapeutic profile.

Diagnostics of diseases is not the only medical area for AI and ANNSs to be actively used.
ANNs make a serious contribution to pharmacology in the development of new medication.
The main methods for searching for pharmacologically active compounds today are virtual
screening methods and classification and regression algorithms. The application of artificial
neural networks is a fundamentally new but no less effective method. Since 2021, many ap-
proaches have been developed to produce new drugs and repurpose existing ones using artificial
intelligence methods. Artificial neural networks are used to guide the search for new compounds
with the desired type of pharmacological activity while achieving significantly higher accuracy.

There are three main areas in pharmacology for the neural networks to be applied:

1. Predicting which medication has better qualities to reverse the negative effects of a disease;

2. Creation of new molecules;

3. Predicting the chemical properties of compounds: absorption, distribution, metabolism.

One of the brightest examples of an already finished product used in practical pharmaceutics
is the “AlphaFold2” system. An aggregate of various neural networks, “AlphaFold2,” predicts
the three-dimensional structure of a protein based on the primary sequence of amino acids.
The Skolkovo Institute project “BiteNet” uses deep learning and machine vision algorithms to
analyze proteins and identify potential drug targets.

The most striking result was achieved by Insilico Medicine, a Chinese pharmaceutical com-
pany, which developed a compound to treat idiopathic pulmonary fibrosis using Al. The main
tool was a platform of three digital systems with Al tools: PandaOmics for data analysis, Chem-
istry42 for molecular design, and InClinico's clinical trial prediction engine. The system based
on Al tools reduced the drug development period to 18 months and reduced costs by 170 times.

At the moment, the Russian Federation is a leader in the development and implementation
of artificial intelligence systems in healthcare, with about 16% of medical institutions using Al.

33



: -

Unfortunately, it is still difficult to talk about a full-fledged transition of healthcare. The largest
test region is Moscow, where the following technologies are used: artificial vision to analyze
medical images (CT, MRI, X-rays, mammograms); a support system for medical decision-mak-
ing and selection of a diagnosis in accordance with anamnesis (SPPVR); a chatbot to collect
complaints before a doctor's examination; and Al analysis of echocardiogram results.

Based on the results of the implementation of Al tools in medicine, the significant benefits
that Al tools provide can not be neglected. Artificial intelligence helps to reduce the burden on
medical staff and expand opportunities of basic medical research. Nevertheless, at the current
stage of development, a number of serious barriers arises. In this paper we will try to touch upon
a part of them. First of all, the application of Al in medicine raises ethical issues. Who will
be held responsible in case of misleading forecasts that harm a patient? According to Federal
Law No. 2129-p from 19.08.2020, by 2024 a program should be developed to define ethical
rules for the development, implementation, and use of Al in healthcare in accordance with the
human-centred approach. Now, however, more attention is paid to the material side of the
technology.

An equally important problem is the issue of trust in neural networks, both on the part of
doctors/patients and private investors, who are reluctant to invest in their design and develop-
ment due to the lack of substantial evidence of clinical efficacy.

The third challenge is the quality and quantity of data. Quality training of neural networks
requires data with a high degree of purification from noise, so before training networks, it is
necessary to first collect a dataset, which is not always fast.

The next barriers are related to the challenges of the architecture layer of healthcare provid-
er applications. Most medical institutions have already automated their business processes, So
integrating Al without the ability to scale to the entire healthcare system will be very difficult,
especially if the architecture of medical information systems is designed as a monolith rather
than a set of microservices.

The final challenge is the computing power required to run artificial intelligence. Most of the
computing equipment used in medical institutions does not meet the minimum requirements
for even the simplest computations.

Structurally, a neural network consists of an input layer, which receives primary signals (in
disease diagnosis — the parameters under study), one or more hidden layers, and an output layer
(results). Figure 2 schematically depicts an example of a neural network in the form of a black
box with hidden layers, taking into account the inputs and outputs of medical information.

Fig. 2. Inputs and outputs of a medical ANN.

In order to ensure training and further work in the neural network, it is necessary to create
a database. The classical format of the database is the relational form, which allows the neural
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network to unload data in the form of a matrix. However, for a number of ANNSs it is more
preferable to use document-oriented databases. If a single-table database is used, normality
violations are possible, but otherwise the issue of data demoralization or the use of additional
DBMS functions may arise, increasing the ANN's running time and efficiency. For more com-
plex ANNs, the database may have a different structural form, such as a classical snowflake.
Figure 3 shows the data table for one of the simplest forms of neural networks—perceptron,
capable of determining the presence of coronary heart disease. This neural network outputs only
2 values as a result: positive and negative.

coronary heart disease

Patient 1D Int4
Age int4
‘j - 1 ag o ¥ of
Cholesterol Intd
levels
Arterial
; _ _ Bool
hypertension
Maxi
Vvia mu.uu blood Inta
pressure
Mi )
..-.fmnu.m blood Inta
pressure

Fig. 3. Database for perceptron neural network operation.

In practice, all data come from different sources. Inorder to collect the necessary informa-
tion about a patient, it is necessary to perform a complex query combining data from several
databases and tables. In practice, the process of combining data from different databases can be
complicated by many factors: data incompatibility (differences in syntax), data inconsistency,
lack of access to a particular database, database dependencies, etc. Thus, when applying neural
networks in medical organizations, it is important to consider the current architecture, database
compatibility, and so on.

The architecture of a medical organization has a complex structure and can vary greatly
depending on the type of medical institution (hospital/state clinic/private clinic). In this regard
the creation of a typical architecture of a medical organization is possible using the TOGAF
design standard. The Content Framework component of the TOGAF standard acts as the basis
for representing the architecture of a medical organization. According to the framework, the
representation consists of five related architectures or perspectives. The business perspective
includes three types of business processes: core, supporting, and management processes. The
information layer also includes the information flow diagram, reflecting the information archi-
tecture. The technology layer combines data architecture and process architecture, reflecting
the flows between different databases.

In their nature, neural networks are information systems, so it is reasonable to consider their
design within the framework of IS and data architecture, paying attention to the technological
architecture. As mentioned earlier, a medical organization has a complex architecture due to
its purpose, but the medical information system (MIS) is used as the basis of the information
system. Thus, most of the information infrastructure and service architecture is built around it.
Figure 4 shows the recommended structure of the future mMIS developed by the specialists of
the Pirogov National Medical and Surgical Centre.
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Fig. 4. Recommended MIS architecture.

The considered model of the future MIS structure is still imperfect at the moment, but it
largely explains the architecture of MIS as an electronic system. According to Figure 4, Al
tools make part of the interface of smart clinic applications and often perform the functions
of a medical decision support system. Therefore, they can be implemented as a service or
program. Many medical applications used in practical medicine have already been developed,
including TzanckNet, Al Skin or Al Resp. Nevertheless, quite often, ANNs are presented as
a program code in one of the programming languages. Interaction with the core of the MIS
is implemented through APIs. In order to ensure full understanding of data exchange between
ANN and MIS core, it is necessary to take into account the peculiarities of data architecture of
each medical institution. For example, if all data are stored on one server and managed by one
DBMS, then HTTP/HTTPS data protocols are used for data exchange between MIS databases
and ANN service databases; data are freely moved in XML or JSON format. This format of data
architecture organization significantly reduces data integrity errors and simplifies data access.

Results and Discussion

The introduction of artificial intelligence and neural networks into medical organizations is
associated with a number of both legal and ethical concerns, as well as integration problems
related to the peculiarities of the architecture of IS and data structure. Inspite of the fact that it
is not possible to directly influence the laws, we can still figure out the constraints that medical
information systems impose. Figure 5 shows the IT architecture of a medical organization that
the authors have developed in accordance with the TOGAF standard.
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Fig. 5. IT architecture of a medical organization in accordance with the TOGAF standard.

The presented model is simple enough, however, it gives a general idea of how the investi-
gated technologies can be realized as services. For a more detailed representation of data flows,
Figure 6 depicts a more comprehensive data architecture model.
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Fig. 6. IT architecture of a medical organization.

The developed model of data flows is more theoretical, as it strongly depends on the service
architecture of the medical organization and the used MIS. However, at this stage even, it can
be seen that it is necessary to build logical models and prepare the information infrastructure
of the enterprise in advance in order to ensure a whole scale implementation of Al and ANNSs.

Conclusion

Having studied a number of sources reviewed in this article, it is possible to state that ar-
tificial intelligence and neural networks represent serious tools in the development of health-
care. Due to the versatility of neural network algorithms and artificial intelligence tools, these
technologies can be actively employed in various areas of healthcare, thereby expanding the
instrumental and technological apparatus of doctors and researchers.

Al and ANNSs allow doctors to recognize tumours at early stages and to determine the de-
velopment of complex and predictable diseases with a high degree of reliability. For example,
most networks have the capacity to identify heart rhythm abnormalities and ischemic heart dis-
ease with more than 90% accuracy. In its turn, breast cancer is detected with a 84% accuracy.
Machine vision is actively used in medicine, which has already gone beyond doctors' offices
and research centres. Thanks to enthusiastic scientists, startups such as “Al Skin” already allow
ordinary users to get preliminary results of skin diseases before a doctor's appointment.

Overall, Al technologies have the potential to significantly broaden the horizons of medi-
cine, genetics, psychology, and pharmaceuticals while reducing both costs and time to achieve
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the desired result. However, this mission makes no easy task. In order to integrate AI and ANN
into healthcare processes, many challenges need to be addressed, including: ethical concerns
and compatibility issues between Al-based applications and existing electronic health systems.
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Annoramus. JIaHHasI cTaThs TOCBSIIEHA MCCICIOBAHMIO BHEAPCHMS YaT-O0TOB B MEIMIIMH-
CKMe yUpexXACHMS ISl aBTOMaTH3alliM IIpoliecca yIpaBieHUs MOTOKaMU MallMeHTOB. B craTbe
OIMCAaH aHaIM3 TEKYILETO COCTOSIHMS JAaHHOTO MPOLIECCa, BbISIBIEHbI HECOBEPILIEHCTBA U MPE-
JIOXKEHBI PeIlIeHUs], OCHOBaHHbIE Ha UCIOJb30BAHUU YaT-00TOB 11 aBTOMATU3AIIMM Pa3IUYHBIX
3TanoB. MeTomoJIOrus NCCIeIOBAaHNS BKIIFOYaeT MOIEIMPOBaHNE IIPOIIECCOB C MCITOIb30BaHNEM
TEXHOJIOTHI 9aT-00TOB M OLICHKY MX BO3IeiicTBHSI Ha 3(P(HEKTUBHOCTh PAOOTH MEeAyUPEKICHUIA.
Pe3ynbraThl 1MOKA3bIBAalOT, YTO BHEAPEHME YaT-00TOB CIIOCOOCTBYET CHIDKCHUIO aIMUHUCTpA-
TUBHOM HArpy3Ku Ha IIepCOHaJI, COKpaIlleHNI0 BpeMEeHU 00pabOTKN JOKYMEHTALUM U YIydIle-
HUIO KayecTBa OOCIYXMBaHMSI MAllMEHTOB. B cTaThe TakKe pacCMOTPEHBI PUCKU BHEIPEHMS
TaKMX TEXHOJOTUI M MPENIOXEeHbI CTpaTeruu MX MUHUMM3auuu. B 3akiiouyeHue, BHeApEeHUE
yaT-00TOB OKAa3bIBae€T 3HAUMTEIHbHOE TOJIOKUTEILHOE BIVSHNEC Ha YIYYIICHNE OIepallMOHHON
53¢ GEKTUBHOCTH W YIOBJICTBOPESHHOCTD MTAIIMEHTOB B MEAUIIMHCKUX OPTaHU3AIINSX.
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Introduction

Integration of artificial intelligence and automated communication systems, such as chat-
bots, opens new horizons for better quality of medical care. Chatbots based on machine learning
algorithms and natural language processing provide opportunities to optimize multiple processes
in healthcare facilities, from patient admission to post-discharge support.

This research aims to comprehensively analyze and evaluate the impact of chatbots on the
structure of a medical organization. Special attention is paid to the assessment of the effects
produced on performance of medical staff and patient satisfaction, as well as the economic
aspects of medical institutions.

Within the framework of this research:

1. healthcare specifics were defined;

2. chatbot solutions were reviewed;

3. potential risks and prospects were assessed.

Materials and Methods

This research invites the following methods: collection and analysis of information, descrip-
tion, comparison, and synthesis. Analytics involves gathering information on data technologies,
and assessing information on the structure of medical organizations.
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Various articles, journals, and training manuals have been analyzed as a theoretical basis of
the research. They include the works by:

— Altayeva A.U., Kaipova A.Sh., Mukhamedjanova A.U., and Ospanova G.K. consider the
prospects of using chatbots in medicine, emphasizing their potential to automate processes
and increase efficiency. The study focuses on positive aspects of technology implementation in
medicine (Altayeva, Kaipova, Mukhamedjanova, Ospanova, 2023).

— Janarsanam S. in his book “Developing Chatbots and Conversational Interfaces” describes
the technical aspects of chatbot performance. This source is used to understand the architecture
and technical capabilities of the given solution (Janarsanam, 2022).

— Khairullin A.M. and Zaripova R.S. explore the implementation of chatbots and online
counselling in medicine. Special attention is paid to improving the interaction between patients
and medical staff, as well as the impact of technology on the accessibility of medical services
(Khairullin, 2020).

— Potapov D.A. in his paper “Overview of chatbot creation technologies” reviews the evolu-
tion of chatbots, thus helping to assess their applicability in medicine (Potapov, 2017).

— Epanchintsev M.Y., Starichenko B.E., and Shakirova A.A. study the use of chatbots in
education at medical colleges, showing their significance in learning and interaction with stu-
dents (Epanchintsev, 2022).

Results and Discussion

One of the key aspects of health care facilities is patient flow management — a complex
system that includes organizing, planning, and controlling the movement of patients in a health
care facility at all stages of medical care. This process is aimed at maximizing the quality and
efficiency of services provided, as well as meeting the needs of patients and reducing the burden
on medical staff.

The following facets of the medical care process deserve special attention:

1. Admission of patients — initial examination of patients with due respect to original com-
plaints;

2. Optimization of the staff’s schedule — efficient scheduling that takes into account both
patient needs and staff capacity, minimizing wait lists and overload;

3. Optimization of waiting lists —reduction of waiting through improved scheduling and bet-
ter coordination between departments;

4. Improved access to medical equipment and resources — efficient utilization of medical
facilities to ensure that necessary procedures and tests are performed in time;

5. Implementation of technologies — utilization of information systems to track patient sta-
tus, manage data, and communicate within the facility;

6. Training and protocols — development of clear protocols for handling patient flow and
training staff;

7. Continuous analysis and improvement — regular update of patient flow management pro-
cesses and implementation of improvements based on data and feedback from staff and patients.

Patient flow management is a key to maintaining high quality care and ensuring patient
safety. It not only helps improve patient experience, but also contributes to overall efficiency
and cost reduction in healthcare.

In order to carry out a comprehensive overview of this process it is necessary to examine
the major stages involved. During the admission stage, the patient is admitted to the health-
care facility. Primary diagnosis of the patient is established via the examination and referral
to specialists. After admission to the inpatient unit, the necessary pre-operation treatment is
prescribed, followed by the surgery. Then comes the final stage — preparation for discharge,
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recovery planning and the discharge itself.

Effective patient flow management requires transparent organization, advanced technology,
and aligned communication between all participants of the medical process, which directly
affects the success of treatment and patient satisfaction.

This research primarily focuses on optimizing staff performance, and opportunities to im-
prove patient experience. Based on the above presented description of all stages involved, the
“AS IS” model was developed for the “Patient Flow Management” process. Figures 1-3 pro-
vide a full-scale structure of this model.

Fig. 1. “Patient Flow Management”: “AS IS” process model (Part 1).

Fig. 2. “Patient Flow Management”: “AS IS” process model (Part 2).
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Fig. 3. “Patient Flow Management”: “AS IS” process model (Part 3).

Having studied the process of patient flow management, it is possible to detect a wide range
of challenges which require additional support based on a chatbot (neuro-employee). In mod-
ern medical practice, paperwork takes up a significant share of physicians' time. Normally it
includes completing, verifying, and archiving various forms and reports such as medical record,
prescriptions, discharge summaries, etc. Often, physicians have to enter data into electronic
medical systems manually, which is a time-consuming and error-prone process.

The excessive staff workload is primarily represented by such tasks as document verification,
selection of a roon in the inpatient unit, preparation of treatment plan, prescription of tests and
check-ups, operating room reservation, drawing up an operation protocol, etc. All these stages
require a whole-scale automation in order to improve the patient flow management.

One of the most promisint solutions is chatbots that can carry on conversations with humans
or other computer programs using natural language. They are typically used to automate com-
munication with users via text messages but can also support voice interaction. Simple chatbots
can perform a limited set of tasks, such as providing information about a company's schedule or
answering FAQs. More sophisticated chatbots use artificial intelligence to interpret user queries,
analyze context, and provide more complex services such as consulting, ordering products, or
booking services.

Chatbots can be integrated into various platforms and applications such as (Dubgorn, Esser,
2022; Lepekhin et al, 2022):

— websites;

— messengers (e.g., Facebook Messenger, WhatsApp);

— mobile apps;

— voice assistants (e.g., Siri, Google Assistant).

Chatbots are widely used in a variety of areas, including business, education, healthcare,
customer service, etc. In medicine, chatbots improve access to healthcare services, optimize
workflows, and enhance the quality of patient care. They provide continuous access to medical
information and support, automate administrative tasks, and contribute to cost reduction.

In the following section of the article the authors discuss the prospects of chatbot implemen-
tation in healthcare in terms of the major challenges of the industry.

Stages: “Document verification”, “Preparation for discharge”

Problem: heavy workload associated with paperwork.

Solutions:

1. Integration with the hospital information system. The chatbot is integrated with the hos-
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pital database and electronic medical documentation system.

2. Patient identification. At check-in, the patient provides their ID and insurance, which are
scanned via a mobile app or the admissions department.

3. Automated verification. The chatbot automatically checks the information provided
against insurance policies and all required medical records. The bot can also request additional
data or clarifications from the patient through an interactive interface.

4. Notification to medical staff. Once all documents are verified, the chatbot sends a notifi-
cation to the responsible medical staff that the patient is ready for further care.

5. Collecting data for discharge. The chatbot automatically collects all necessary medical
data from the electronic records system, including the results of recent tests and procedures.

6. Document generation. Based on the collected data, the chatbot generates preliminary
versions of discharge documents, including recommendations and prescriptions.

7. Verification by the doctor. The doctor receives the generated documents through the MIS
system, checks them and introduces corrections, if necessary.

8. Discharge. The chatbot sends the final versions of the documents to the patient via email
or the hospital app, notifying the patient of the discharge date and time.

Stage: “Selection of a room in the inpatient unit”

Problem: lack of automation in selecting rooms/beds in the inpatient unit.

Solutions:

1. Integration with the hospital management system. The chatbot is integrated with the cen-
tral medical information system that tracks the status of all rooms/beds in real time.

2. Automatic data query. When a patient is admitted to the hospital, the chatbot automat-
ically requests information on the patient's status and medical needs (e.g., special medical
equipment, etc.).

3. Matching algorithms. The chatbot uses algorithms to assess available rooms/beds, taking
into account the patient's medical needs, current unit occupancy, and logistical factors (e.g.,
proximity to the needed department or specialists).

4. Placement optimization. The chatbot identifies the optimal room/bed to meet the pa-
tient's medical and logistical requirements, and reserves them automatically.

5. Notification of staff and patient. The chatbot sends notifications to the appropriate med-
ical staff and patient on their placement.

Stages: “Drawing a preparation plan for surgery,” “Tests and check-ups”

Problem: complexity of coordination between different departments and specialists, includ-
ing anesthesiologists, surgeons, nurses, and dietitians; the patient's medical and personal needs.

Solutions:

1. Gathering patient data. When a patient or healthcare provider first seeks care, they enter
basic data into the chatbot interface. The data includes medical record, current medical prob-
lems, allergies, and previous surgeries.

2. Automatically generated checklist. Based on the information entered, the chatbot uses
built-in algorithms to generate a personalized pre-operation checklist that can include lab tests,
procedures, medication instructions, dietary restrictions, and pre-surgery lifestyle recommen-
dations.

3. Coordination with medical departments. The chatbot automatically sends notifications
to the appropriate departments and specialists about upcoming procedures and tests that need
their input. This solutions eliminates scheduling conflicts.

4. Patient reminders. The chatbot is configured to send regular reminders to the patient
about upcoming tests, procedures, and changes via SMS or a mobile app.

5. Feedback and plan adjustments. The patient can report task completion or problems via
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a chatbot interface, which can automatically adjust the plan and inform medical staff when
needed (Dillon, 2020; Caroline, 2019).

Stage: “Reserving an operating room”

Problem: coordinating room availability, surgeon schedules, inefficient equipment and asso-
ciated delays.

Solutions:

1. Data entry of upcoming surgery. The medical staff or surgeon enters information about
the planned surgery into the chatbot, specifying the date, expected duration, type of surgery
and equipment requirements.

2. Automatic reservation of an operating room. The chatbot scans the available operating
rooms, checks compatibility with all the requirements and automatically books the most suit-
able room.

3. Notification and confirmation. The chatbot sends notifications to the surgeon, medical
staff and operating room management department.

4. Dynamic rescheduling. In case of schedule shifts or emergencies, the chatbot can auto-
matically reschedule reservations and notify all participants.

5. Interactive reservation management. Staff can interact with the chatbot via text commands
or GUI to modify reservations or request additional information.

Stage: “Surgical protocol”

Problem: labour intensive and error-prone nature of manual drafting (Batson, 1984).

Solutions:

1. Baseline data collection. The chatbot requests the surgical staff to provide the baseline
data on the type of surgery, basic medical instructions, list of equipment, names of participating
specialists, and anesthesia preferences.

2. Automated protocol generation. The chatbot automatically generates a surgical protocol
and organizes all information in an appropriate format.

3. Revision and approval. The generated document is sent to the surgeon and anesthesi-
ologist for revision and approval. The chatbot can include change tracking and comments to
simplify editing.

4. Distribution and archiving. Once approved, the protocol is distributed to all medical staff
involved in the surgery. A copy of the protocol is also archived in the electronic medical system
(Tairov, 2023; Medvedeva, 2023).

Having observed the “AS IS” model for the “Patient Flow Management” process, a “TO
BE” model can be shaped (Figures 4-8).

Despite the fact that the overall process has expanded, the introduction of chatbots will re-
move excessive workload and increase staff efficiency. However, the implementation of chatbots
is associated with a wide range of risks. In order to exclude or minimize them it is necessary to
develop a matrix of risk response (Zaripova, Kudryakov, 2023; Parate, 2024).
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Fig. 4. “Patient Flow Management”: “TO BE” process model (Part 1).

Fig. 5. “Patient Flow Management”: “TO BE” process model (Part 2).

49



50

Fig. 6. “Patient Flow Management”: “TO BE” process model (Part 3).

Fig. 7. “Patient Flow Management”: “TO BE” process model (Part 4).



Fig. 8. “Patient Flow Management”: “TO BE” process model (Part 5).

Table 1. Risk response matrix

Risk Probability | Impact Response strategy
Insufficient data . . Thorough data verification, validation
High High c . .
accuracy with medical professionals
Violation of privacy Medium High Implementation of advanqed security
measures, regular security audits
Staff resistance Medium Medium Training and informing staff on
the benefits of the system
. . . Developing an emergency recovery
Technical failures Low High plan, regular maintenance
Systems integration Medium High Utilizing mteroper_ablhty standards,
problems pre-integration testing
. . Consultations with health care attorneys
Legal issues Low Medium . . .
to ensure compliance with legislation
Incorrect use Medium Medium | Creating detailed user manuals, staff trainings

This matrix will help project managers and stakeholders to be prepared for possible problems
and respond quicker.

Conclusion

Overall, as a result of chatbot implementation the following effects will take place:

1. Increased efficiency. Reduction of the time needed to process documents allows doctors
to focus on patient care.

2. Reduced number of errors. Automation reduces the likelihood of human error in data
entry, thus increasing the accuracy of medical records.

3. Improved patient satisfaction. Fast and efficient document processing improves patients'
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impression of hospital services.

4. Resource savings. Reducing the cost of administrative processes allows resources to be
reallocated to other important needs of the healthcare facility.

5. Better data security. Chatbots that comply with data protection standards ensure that
medical information is stored and processed securely (Rikhi, 2023).

6. Accelerated placement.

7. Facilitated preparation. Automating data collection and notifications significantly reduces
the time needed to prepare for surgery.

8. Improved staff communication.

9. Improved operational efficiency. Automation allows minimizing downtime, optimizes
schedules, and boosts the capacity of the medical facility.

10. Reduced administrative burden. The volume of manual work associated with scheduling
and coordination decreases.

11. Higher scheduling accuracy. Automatic reservation eliminates errors associated with
double booking or misallocation of resources.

12. Increased staff satisfaction. Smoother and more predictable schedule improves overall
interaction within the health system.

13. Quick adaptation to change. Chatbots can be easily updated to accommodate new re-
quirements or schedule changes, providing management flexibility (Huo, 2023; Gundiics, 2024).

14. Better coordination.

15. Easy access to medical records. Improved archiving provides all stakeholders with the
opportunity to access documents at any time. What is more, automating the surgical records
with chatbots ensures standardization.

As seen from a large list of prospective benefits, the introduction of chatbots in medical
institutions proves to be an absolute win-win that improves the efficiency of medical processes
and boosts patient satisfaction.
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n FOra. Poccusi, kKak cTpaHa ¢ KpymHEWIeil TeppuTopueil M 3HAYNUTETHbHBIMU TIPUPOIHBIMU
pecypcamMu, OKa3zaJach B SIMIICHTPE 3TUX M3MEHEHHI. MHOTOYMCIEHHBIC CAHKIIWUU, IIPUHSI-
ThIe KOJUIEKTUMBHBIM 3amagoM Tocyie deBpanst 2022 roma, co3fgaayd HOBYIO T'€OIOJUTUYECKYIO
peabHOCTh, Korga Poccusi MOXeT pacCUMTBhIBaTh TOJIBKO Ha COOCTBEHHbBIE MHTEJJIEKTYaIbHbIC
W TEXHOJIOTMYECKHE pecypchl. B Takux BHemIHMX ycioBusx Poccus, ckopee Bcero, Oyaer py-
KOBOJICTBOBaTbCS TOJIbKO CBOMMM HAllMOHAJIBHBIMM MHTEpECaMM, a KIMMaTU4ecKasl TOBECT-
Ka OyzmeT urpaThb BTOPOCTENIEHHYIO pojib. B craThe paccMaTpuBaeTcsi KOHIENTyalbHas MOMIETb
TPAaHCIIOPTHOM MOOWJIBHOCTH, KOTIa He KJIMMaTH4YecKasl IIOBECTKA, a TEXHOJIOIMIECKOe Pa3BH-
THE CTAHOBMUTCS TJIaBHOUM NTOMWHAHTOM pa3BuTus. OCHOBOM TaKO#l TPaHCIIOPTHONM MOOUJIBHO-
CTU SBJISIETCSI HaJM4YuMe KPUTUYECKUX TEXHOJIOTMM M HOBBIX 3KOHOMHUYECKHUX MEXaHM3MOB MX
peanuzanuu. B cTaTbe paccMaTpuBaeTCsl BO3MOXKHAs pean3alvs HOBOI MOAEIU, B YACTHOCTH,
Ha OCHOBE ITPOEKTOB HAallMOHAJIBHOTO MacilTaba 1Mo CO3MaHNI0 COOCTBEHHOW TeXHOJIOTMYECKON
0a3bl B 00JIaCTM TTPOM3BOACTBA 3JIeKTpoModmiielr (DM), TOKOMOTUBOB Ha BOJIOPOIHBIX TOTLIMB-
HBIX 2JIEMEHTaX U COBPEMEHHOTO CYIOCTPOCHMUSI.
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Introduction

A key feature of global economic trends over the past five decades has been the exponential
growth in energy consumption. Between 1973 and 2022, energy use around the world doubled
from 6,210.8 million tons of oil equivalent (Mtoe) to 14,591.1 Mtoe (IEA, 2023). This growth
in energy use has been driven not only by the development of industries but also by an ex-
panding range of goods and services, as well as the emergence of new sectors that rely on high-
tech applications. As further increases in energy consumption are expected to lead to climate
change, experts have called for a reassessment of current energy practices. The transition to a
new energy paradigm is underway, driven by the widespread adoption of digital technologies
kicking off at the turn of the 21st century. The first trend relates to the development of critical
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technologies that are shaping the formation of new product markets, which is driven by the
increasing significance of these technologies in determining the future of industries and econ-
omies. The second trend is centered around the intensification of the climate change agenda,
resulting in the creation of new segments in the energy sector. This includes the development of
renewable energy sources and energy-efficient technologies for transportation, energy distribu-
tion, and energy use. A third trend involves a shift in the nature of labour, with an increase in
online employment opportunities, emergence of digital platforms, and a substantial rise in the
share of services. This trend has led to changes not only in the lifestyles of employees but also
in the functioning of social and industrial infrastructures. The fourth trend has demographic
implications and is directly linked to the rapid growth in the number of large cities, particularly
on the Asian continent where the phenomenon significantly exacerbates challenges related to
transport mobility and environmental conditions in these urban areas.

The total global carbon dioxide (CO2) emissions in 2022 amounted to 36.8 billion metric
tons (IEA, 2023), with approximately 15% (about 5.5 billion metric tons) emitted from glob-
al road transport (Ritchie, 2020). In the Russian Federation, the Transport Strategy for the
Russian Federation 2030, with a forecast up to 2035, serves as the primary document for long-
term planning and development of the transportation industry and sets objectives for reducing
greenhouse gas (GHG) emissions from all modes of transportation (Transport Strategy of the
Russian Federation, 2021). An ambitious target for reducing GHG emissions through 2035 was
set: a 30%-70% reduction in the “carbon footprint” of public transportation in large and major
urban areas compared to 2019. Moreover, the results of the joint research “Scientifically Based
Forecast of Adaptation of the Road Transport Sector to the Likely Consequences of Climate
Change and Possible Scenarios of Its Decarbonization in the Russian Federation” summarizing
international and domestic experience and assessing the prospects for the decarbonization of
the Russian road transport sector and its adaptation to climate change, were also published in
2022 (Skolkovo — MADI, 2022). However, it must be noted that these significant documents
were published prior to the events of February 2022. A sharp change in the geopolitical situation
has made it almost impossible and unfeasible to implement the significant number of measures
outlined in the aforementioned documents.

After February 2022, Western economic sanctions have taken on a more complex nature
and are now aimed at undermining the economic foundation of Russia. A significant number of
Western companies have withdrawn from the Russian market, leading to a near-complete halt
in economic and technological cooperation. Currently, the number of sanctions imposed on
Russia has exceeded 12 000, encompassing a wide range of economic measures. These include
14 packages of sanctions from the European Union, over 3 600 restrictive measures from the
United States, as well as additional measures from Britain, Canada, and Japan.

In the financial sector, these sanctions include a prohibition of direct or indirect trading
in investment services related to securities and financial instruments, measures preventing the
Central Bank of Russia from utilizing its international reserves, restrictions on debt and equity
transactions, and the exclusion of major Russian banks from the SWIFT international payments
system.

In addition to the financial sector, strict sanctions are also aimed at the operations of the
energy companies, which are crucial for the Russian economy. The industry has imposed a ban
on the export of high-tech and crucial technical equipment and components for sectors such as
electronics, telecommunications, and aerospace, as well as aircraft, spare parts, and equipment.
This includes a ban on insurance, reinsurance, and maintenance services. Drastic restrictions
have also been imposed on the import of computer chips to Russia. Particularly noteworthy are
the negative effects of these economic sanctions on the oil and gas production sectors, as well
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as on energy production. These sectors accounted for approximately 2/3 of the country's foreign
exchange earnings. The country now faces the challenge of reorienting significant commodity
flows geographically and towards East (in 2021, Russia accounted for 8.4% of global oil exports
and 6.2% of gas exports).

The above-mentioned circumstances have served as a basis for the elaboration of new strat-
egies in the development of transportation mobility in modern Russia. It is primarily related to
an increased understanding of the importance of critical technologies in the formation of new
market niches for products on a global scale.

Materials and Methods

This research implements the methods of collection and information synthesis, comparison,
and description. The authors largely rely on the UN resolutions and other legal documents that
focus on the matter of tranport mobility.

The main concepts of transport mobility system stem from the need to (a) achieve the goals
of sustainable development, and (b) prevent further warming of the Earth's climate through
reduction of CO2 emissions.

It is largely due to the adoption of directives set in two important documents in 2015 based
on a broad international consensus: the UN General Assembly resolution “Transforming Our
World: The 2030 Agenda for Sustainable Development” and the Paris Climate Agreement. With
the practical implementation of various transport mobility models, the focus has begun to shift
towards the problem of large cities, given the following objective prerequisites:

1. The mobility of many urban residents currently relies heavily on cars and other motorized
vehicles, meaning that the number of worldwide vehicles amounts to approximately 1.44 bil-
lion, many of which operate within or near urban areas.

2. The share of the global urban population has increased from approximately 30% in 1950
to 55% in 2015 and is expected to reach 68% by 2050 (UN, 2019). This trend is observed
against a backdrop of significant regional disparities.

To support the prerequisites, the proportion of urban residents in East Asia more than tripled
over the past 65 years, rising from approximately 18% in 1950 to over 60% by 2015. In con-
trast, a similar shift required 80 years in more developed regions between 1875 and 1955 (UN,
2018). At the time, ground passenger transportation emissions in 2015 accounted for nearly
50% of all global CO2 emissions from transportation, primarily due to an increase in private
vehicle ownership, particularly in urban areas (OECD, 2019). Cars, having become a symbol
of industrialized society and providing greater personal mobility, have literally “tied” people as
the most common mode of transportation. For example, in the United Kingdom, 87% of per-
sonal journeys in rural areas are undertaken by car or minibus, while in urban areas this figure
is 78%. (Taylor et al., 2019)

Therefore, it is not surprising that reducing reliance on cars has emerged as one of the prima-
ry objectives in the development of transportation mobility models, initially in major cities and,
subsequently, in rural areas of many developed European nations. Further significant principles
of transportation mobility systems have included accessibility and an optimal price-to-quality
ratio. Design and planning of transportation systems have become critical components of these
models. Making significant infrastructure decisions for long-term use has been recognized as
an essential element of balancing local interests with financial, operational, and strategic ob-
jectives. The integration of passenger and freight transportation, as a means to reduce future
uncertainties in the use of urban spaces for housing, has become a central component of a
comprehensive policy for the development of urban infrastructure. The widespread adoption
of digital technology has demonstrated that its use can contribute to the overall sustainability
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of urban transportation systems by optimizing freight transportation and implementing new
logistics strategies (Taylor et al., 2019). Additionally, adjustments to institutional arrangements,
budgeting processes, data collection, and management, as well as improvements in institutional
coordination mechanisms, have emerged as essential components of these models (GEF-STAP,
2010).

Results and Discussion

“Mobility as a Service”

Although the principles and approaches discussed above have shaped the basis for modern
models of urban transport, new ideas and methods are continuously emerging with the aim of
further improvment. One of the concepts is similar to terms used in computer science — “Mo-
bility as a Service” (MaaS), which aims to integrate complex transport systems and address the
challenges of urban mobility. The approach has been proposed as an alternative to traditional
planning and provision methods (Brown et al., 2022). The development of electric vehicle (EV)
technologies has provided a significant impetus for the growth of carbon-neutral public trans-
portation. The concept of green transport, for example, — a low-emission mode of transporta-
tion that aims to reduce greenhouse gas emissions, pollution, noise, and land use — has gained
attention as a means to promote economic growth and reduce poverty (Larina et al., 2021). It
is to be noted that transport mobility models are also being developed in relation to the specific
economic development of individual countries, such as India and Turkey, as well as the terri-
tories of specific communities, such as universities (Downes et.al., 2022; Cevheribucak, 2021;
Aniegbunem, Kraj; 2023). New technological solutions, including unmanned vehicles, are also
influencing transport mobility scenarios and models, particularly in the context of investment
strategies and “smart” cities (Richter et.al., 2022).

Indirect policy measures

Indirect policy measures aimed at reducing emissions, in the form of managerial, regulatory,
and economic solutions tailored to the specific circumstances of large cities and urban areas,
have become an integral part of many transport mobility models. As demonstrated by the accu-
mulated experience of numerous countries, such policy interventions include:

— Low-emission zones, in which vehicle entry is restricted based on the level of environ-
mental standards;

— Restrictions on car use, prohibiting residents from using personal vehicles during peak
hours on certain days;

— Limits on the importation of second-hand vehicles, such as banning the import of vehicles
older than a specified year or imposing higher import duties;

— Regulation of the parking system, including the establishment of low-emission areas and
restrictions on access to city centers;

— Modernization of urban spaces. Encouraging the use of non-motorized modes of trans-
portation such as hiking and cycling, as well as public transportation, is essential. Additionally,
the use of alternative fuels such as gas, hydrogen, and biofuels in place of diesel fuel, and the
introduction of electric vehicles with zero emissions, are all important steps towards a more
sustainable future (Shergold, Bartle; 2016).

“Europe on the Move” — Al supported transportation models

New developments in information and communication technology (ICT), particularly in
mobile and big data applications, have enabled us to address practical challenges in creating a
more integrated and efficient transport system in Europe, while erasing traditional boundaries
between public and private modes of transportation. This principle of integrated transport and
mobility strategies brought to life the new “Europe on the Move” package in 2017, adopted by
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the European Commission (Tsakalidis et.al., 2020).

The significant breakthroughs in artificial intelligence (Al), cloud services, and fifth-genera-
tion (5G) technologies have created conditions for automakers to utilize these new technologies
to develop modular integration systems that enable independent, highly efficient, and mul-
ti-modal connections between vehicles, drivers, and passengers. For the Chinese market, for
instance, such developments are spearheaded by Mercedes-Benz and Alibaba (Ng, Gao; 2020).

Thus, modern models of transportation mobility primarily focus on addressing environmen-
tal and transportation challenges in urban areas through the development of a cost-effective
infrastructure that ensures safe and reliable transportation services for both individuals and
goods, while minimizing negative environmental impacts. These transportation mobility models
do not directly aim to develop new technologies themselves, they rather draw upon existing
technologies that are the product of the scientific and commercial efforts of various economic
actors, often not directly connected to transportation systems or efforts to reduce emissions.

Russia’s transportation system status

To some extent, Russian concepts of transportation mobility have undergone a similar evo-
lutionary process to those in the West. If we look at the Transport Strategy of the Russian Fed-
eration until 2035, we can see that the goals, objectives, and means for achieving transportation
mobility are similar in formulation (Transport Strategy of the Russian Federation, 2021). The
analysis presented above has shown that most research on transportation mobility issues, with
some exceptions, focuses on large urban areas, which is explained by the fact that urbanization
and motorization processes in Russia, like in the rest of the world, occur in parallel.

According to the NAPI marketing agency, there were 50.6 million registered passenger cars
in Russia by the end of 2022, out of which half (50.9%) were older than 10 years, one-fifth
(21.6%) were between 5 and 10 years old, and 27.5% were under 5 years old. At the same time,
96.6% of all cars in the fleet could only use gasoline and diesel fuel (NAPI, 2023). The growth
of motorization in cities is facilitated by continued urban planning practices, where large-scale
construction occurs without sufficient consideration for social and transportation infrastructure.
It is no coincidence that, since the end of the Soviet era 30 years ago, the average daily car
mileage in Russia has increased by 37%.

“Green and Healthy Streets” — Moscow initiative

Transport mobility problems are most pronounced in the Moscow metropolitan area. In
response, the Moscow government launched a program in 2010 to improve the efficiency of its
transport system. This has led to a 62% increase in passenger traffic on public transportation
over the past 10 years (Kargin, Putilov, Khametova; 2020). Additionally, as part of its “Green
and Healthy Streets” initiative, Moscow has announced its intention to fully replace its bus fleet
with electric buses by 2032. The challenges and ways of developing transport mobility systems
within the Moscow agglomeration have been detailed for example in the studies by Kargin
et al. (Kargin, 2020) and by Zavyalov (2023). The social functions of transportation mobility
and its impact on the quality of life for citizens are discussed in the study by Berezhnova and
Grishine (2019) as well as by Tinkov (2023). The development of new forms of mobility in the
urban environment based on the use of small transport (bicycles, scooters, segways and other
self-balancing electric transport devices, including even such futurological means as an individ-
ual social transport system) is analyzed by Kogan (2016). The appeal to the concept of utilizing
small-scale transportation is not unfounded. In fact, the underlying issue that characterizes
most Russian cities lies in the implementation of a vehicle—centric development model, where
their planning is unable to adapt to mass motorization (Komarov, Akimova, 2021), which re-
sults in the fact that, in Russia, a car requires an area four times greater than the average living
space per person (22—23 square meters), and each additional vehicle is equivalent to the con-

60



4 -

struction of a single-story private home in the city (Komarov, Akimova, 2021, p. 96).

Models of transport mobility in a narrow sense, as shown above, are mainly related to
transport problems of large agglomerations. The approach we propose is based on the need to
create strategic transport mobility, which primarily involves spatial development based on new
transport systems. The latter can be implemented using critical technologies.

Critical technologies and their status in Russia

The diverse range of industrial technologies available today can be categorized into two
groups based on their prevalence and strategic significance. The first category comprises gener-
al-purpose technologies, while the second category includes breakthrough or critical technol-
ogies. Both categories are essential for the successful implementation of economic activities.

The second category of technologies comprises a subset of advanced technologies which have
the potential to be significant for national security. These are typically technologies associated
with promising areas of scientific research, development in the most technologically significant
sectors of the economy, and require investment of highly skilled labor. In Russia, critical tech-
nologies, as defined in the Concept of Technological Development of the Russian Federation
until 2030, are understood to be “industrial technologies that are essential for the production
of significant types of high-technology products and the provision of high—quality services that
are systemically important for economic functioning, addressing socio—economic challenges,
and ensuring national defense and state security”.

One of the major challenges for modern Russia is the advancement and development of
crucial technologies, particularly given the prominent position that Russia currently holds in
global technology rankings (Zavarukhin et al., 2023). A most recent study by the Institute for
the Development of Science at the Russian Academy of Sciences analyzed the main indicators
that characterize the state of the scientific potential and the indicators that reflect the effective-
ness of scientific activity in 43 countries, including Russia and China. The analysis revealed that
Russia currently has a scientific potential that is closest to that of countries such as Australia,
Canada, Czech Republic, Estonia, Greece, Hungary, Italy, Latvia, Lithuania, Malaysia, New
Zealand, Poland, Portugal, Slovakia, Slovenia, and Spain (Zavarukhin et al., 2023).

Over the past 15 years, more than 10 government—level regulatory documents have been
adopted in Russia in order to ensure a new quality of scientific and technological development
of the country. But as practice has shown, the adoption of the regulations and provisions de-
fined in these documents did not solve the issue of ensuring the competitiveness of the Russian
industry and saturating the consumer market with high-quality domestic products. The problem
of chronic lagging behind the West in the development of high technologies is due to a number
of various reasons, including the following (Lenchuk, 2022):

a) There have been serious miscalculations in the scientific and technological policies and
reforms in the field of science.

b) There has been a decline in the scientific and technological potential.

¢) Applied sciences have been almost completely eliminated.

d) Science has become separated from the real sector of the economy.

An additional systemic factor was the “gap” between the levels of the country’s scientific
and technological system, which resulted in the formation of “four different branches” of sci-
ence, loosely related to each other. These include fundamental “academic” science; “applied”
science and technology within state scientific institutions and corporations; a majority of me-
dium-sized companies; and cutting-edge technology companies (Belousov and Frolov, 2022).

Among other factors contributing to the technological lag, researchers have identified the
following problematic issues (Mazilov and Davydova, 2020):

1. A reduction in the cost of internal research and development (R&D), which has decreased
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from 2% to 1% of GDP over the past 30 years.

2. A threefold reduction in the number of personnel involved in R&D.

The current higher education system, which focuses primarily on training specialists in ac-
cordance with the technologies of the third industrial revolution (1950—2010), has not been
effective in reducing the gap in technological development despite the fact that rapidly evolving
technologies of the fourth industrial revolution are constantly shifting the demand for workers
towards highly qualified professionals, particularly specialists and researchers in STEM fields
(Akaev et al., 2020).

Development of critical technologies in Russia — the “Catch-up development”

One possible scenario for Russia's technological development could be based on the trajec-
tories of “catch-up development”, which is a historical practice seen in countries that have
achieved significant success in technology, such as 19th-century England and the United States,
and 20th-century Japan, South Korea, and Taiwan (Chang, 2002). It should be noted that,
in relation to Russian practice, the conceptual provisions of such a scenario are set out in the
works by Polterovich (2007; 2016).

The main points of their provisions are:

— establishment of catch-up development institutions to ensure economic growth under
conditions of cultural, institutional, and technological constraints that are typical of developing
countries;

— creation of corporatism, a system of political and economic decision-making that is based
on the interaction between the government and organizations representing interest groups, pri-
marily employees and employers;

— establishment of a national planning system, including indicative and programmatic ap-
proaches, and the creation of a federal development agency to prevent market failures and the
unpredictability of government and partner behavior when considering large projects that are
not managed as a single planning unit;

— development of a modern scientific sector and enhancement of human capital;

— combination of public-private partnerships and project funding;

— implementation of a policy to reduce economic inequality. The development of a nation-
al innovation system is seen as a tool to effectively adopt technologies and innovations from
abroad.

The aforementioned provisions of the “catch-up development” scenario are largely reflect-
ed in the Concept for Technological Development of the Russian Federation until 2030 (The
Concept, 2024), according to which, the main mechanism for achieving technological devel-
opment is through the implementation of major projects (megaprojects) for the production of
new complex machinery, mobile equipment, and pharmaceutical products in various industries
such as aerospace, shipbuilding, electronics, radioelectronics, engine manufacturing, railway
engineering, transportation engineering, machine tools, heavy machinery, and pharmaceuticals.
These megaprojects will be executed through the establishment of associations that include edu-
cational, research, development, and production components, involving technological startups.

The Concept identifies four groups of measures:

1. formation of government orders for research and development in all forms (excluding
basic research), based on cross-cutting technological priorities;

2. change in general approaches to development of incentive mechanisms;

3. creation of new markets for promotion of fundamentally new high-tech products based
on end-to-end technologies and development of business models through a number of pilot
projects;

4. overcoming technological barriers hindering the development of new markets based on
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end—to—end technologies through the launch and development of an open technology compe-
tition system, including within the National Technology Initiative framework.

In accordance with the Concept, the main functions of the state in ensuring technological
development are: (a) strategic planning and goal setting, (b) management of lists of critical and
end-to-end technologies; (c) financial support for private innovative projects, including devel-
opment institutions and state corporations and companies with state participation; (d) state
order for fundamental and applied research and development, priority technological solutions;
(e) taking risks and part of the costs in the implementation of certain long-term non-repay-
able innovative projects; and (f) support for the development of small technology companies.
It should be particularly noted here that in order to ensure a new quality of technological de-
velopment, the state is ready to take on the risks and part of the costs of certain non-funded
innovative projects.

There are certain hopes that the institutional and organizational mechanisms outlined in
the Concept will give a new impetus to Russia's technological development, especially given
that the “Strategy for Scientific and Technological Development of the Russian Federation”
approved in February 2024 aims to “increase total expenditures on research and development
to at least 2% of GDP, including proportional growth of private investments, the level of which
should not be lower than the state by 2035 (The Concept, 2024).

The concept of technological advancement is based on the establishment of domestic manu-
facturing facilities for the production of new sophisticated equipment and mobile devices, par-
ticularly in industries such as aviation, shipbuilding, railways, and transportation engineering.

It is evident that the necessity for implementing such projects, particularly in the fields of
energy and transport engineering, is driven by a number of factors specific to Russia. Firstly, the
geographical factor, namely the existence of a vast territory necessitates the establishment of a
transportation mobility system as a crucial element of the nation's economic stability. Second-
ly, there is a need to support modes of transportation that have not been previously developed
by Russian businesses, but which are essential for establishing new export routes, particularly
for hydrocarbons. Thirdly, the technological aspect, which relates to the requirement for con-
current development of novel technologies as critical components of transportation mobility
models. Due to the fact that the future technological development of Russia will occur without
the transfer of Western technology, it becomes an important task to develop models of transport
that are simultaneously aimed at developing critical technologies. A fourth consideration relates
to the need for a balance between energy development and the transition to renewable energy
sources. Significant progress has been made in the production of electric vehicles and the de-
velopment of charging infrastructure. The creation of fuel cells that use hydrogen as a fuel has
allowed for the development of the world's first 100% hydrogen train routes.

Taking into account the new institutional and organizational mechanisms laid down in the
Concept of Technological Development of the Russian Federation, the production of electric
vehicles, railway locomotives on hydrogen fuel cells and large-capacity vessels for LNG trans-
portation must be considered as national-level projects aimed at creating a system of strategic
transport mobility.

Three national-level projects in Russia

1. EV production

By the end of 2022, there were 50.6 million registered passenger cars in Russia, out of which,
cars older than 10 years made up 50.9% of the total, cars between 5 and 10 years old accounted
for 21.6%, and cars up to 5 years old made up 27.5%. At the same time, 96.6% of the entire
car fleet could use only gasoline or diesel fuel. This is understandable, considering that the to-
tal number of EVs in Russia totalled 23 000 units and the number of hybrids equalled 138,500
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units. In August 2021, the Government of the Russian Federation approved the “Concept for
the Development of Production and Use of Electric Motor Transport in the Russian Feder-
ation until 20307, the provisions of which will be implemented in two phases, the first being
from 2021 to 2024, and the second one from 2025 to 2030. By the end of the initial phase, it
is projected that at least 25 000 EVs will be manufactured and 9 400 charging stations will be
deployed across the country. By the year 2030, one in every ten cars produced will be electric,
with an annual output of 220 000 units, and the number of electric fueling stations will increase
to 72 000. In Russia, plans call for the launch of battery cell production by 2030 and the es-
tablishment of 1 000 hydrogen fueling stations for hydrogen fuel—driven vehicles by the same
date. The departure of Western automakers from the Russian market has not led to a revision of
these plans, but the disruption that occurred in the Russian market in 2022 has, to some extent,
stimulated the development of EV manufacturing, which developments are still preliminary and
uncertain though.

According to the review of the information available on the TAdviser business portal, ap-
proximately 10 companies and research institutes have currently announced their plans for the
design and production of EVs in Russia. One initiative out of the 10 projects announced, has a
high probability of being successfully implemented. A new series of atom electric cars is expect-
ed to be launched in the year 2025, featuring domestic high-tech software developed in Russia.
These vehicles will be powered by lithium-ion batteries manufactured by Rosatom's subsidiary,
Renera. Approximately 75 000 units of these electric vehicles are planned to be produced annu-
ally in various configurations. This project represents the first attempt by a Russian company to
establish a production line for EVs. The current annual production of EVs of approximately 75
000 units It seems to fall far short of what would be required to significantly influence techno-
logical trends in the industry's development. Based on China's experiences, such trends may be
considered to have occurred when EV sales approach one-quarter of the total market volume.
Considering the Russian market as of 2021, with approximately 1.7 million vehicles sold, this
number would equate to approximately 450 000 — 500 000 electric vehicles per year. Further-
more, it is essential to take into account the significant factor that EVs comprise approximately
15 000 components, which is half the number of components found in vehicles with internal
combustion engines.

Considering the above, it is impossible to create a new competitive industry for the produc-
tion of EVs that takes into account the requirements of a low-carbon economy without state
participation. This is due to the specific historical, economic, and technological conditions in
modern Russia. State involvement is necessary in the form of investment support to acquire the
entire chain of technological equipment in three key areas:

1. Production of traction batteries for EVs;

2. Production of electric motors;

3. Production of assembly lines for electric vehicles.

A prerequisite for the implementation of the project is the presence of a foreign partner and
the localization of all components and parts for 100% within five years. An essential component
of the project will be the creation of a Russian ecosystem that supports the project, based on a
network of local manufacturers with the ability not only to replicate and create new industries,
but also with scientific and technical capabilities to address important issues such as lithium-ion
battery disposal and the development of a comprehensive charging station infrastructure. As
demonstrated by global experience, state involvement through economic incentives and support
for R&D, production, and consumer demand can provide greater market stability and consum-
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er demand formation.

2. Production of large-capacity vessels for LNG transportation

The second, strategically important element of the country's modern transport mobility
system should be the production of large-capacity vessels for LNG (Liquefied Natural Gas)
transportation in order to develop new export routes.

As one of the world's largest producers of natural gas, Russia has focused on exports through
trunk pipelines. In the new geopolitical realities, Russia is forced to significantly transform
export energy flows from the West to the East and South, where Russian oil and gas can be
supplied mainly only by sea.

The creation of its own gas carrier fleet of 100-120 vessels is becoming a strategically im-
portant task aimed at increasing exports and ensuring high transport mobility in the cargo
transportation segment. The special importance of this task is also associated with the unique
logistical opportunities that the Northern Sea Route opens up as a new transport route. The
solution to this problem will require not only the mobilization of the intellectual potential of
domestic shipbuilding, expansion of production capacities, but also maximum use of the scien-
tific and technical potential of the state corporation Rosatom. The main components of such a
development model should be: (a) design and production of large-tonnage vessels at domestic
shipyards, and (b) creation of technologies and organization of production of large-capacity
cryogenic devices. The state should also provide for the creation of a system of economic in-
centives and measures to support R&D and production.

3. Hydrogen Fuel Cell Locomotives

Today, global hydrogen production is about 85 million tons, of which 48% is produced from
gas, 30% from oil, 18% from coal and 4% from water electrolysis (IOGP, 2018).

In August 2022, the French company Alstom made an official announcement about the
creation of the world's first hydrogen-powered train Coradia ILint. The first 14 trains are used
on the world's only 100% hydrogen passenger train route in Bremerward (Germany). Ameri-
can Wabtec, Canadian Pacific and Japanese East Japan Railway are also working on creating
a similar train. This means that a new stage in the development of low-carbon transport has
begun, already in the railway segment, which would not ensure transport mobility without new
technologies for the electrolysis of renewable hydrogen.

Transport mobility in this segment of transportation can be ensured if three tasks are solved
in parallel, namely, (a) materials and technologies for the production of industrial electrolyzers
and efficient fuel cells are developed, (b) industrial prototypes of new hydrogen-powered loco-
motives are created, and (c) economic incentives and measures of state support for R&D and
production are adopted.

Conclusion

In the context of ongoing geopolitical changes, technological development is becoming one
of the decisive conditions for maintaining the economic and political sovereignty of states. A
new redistribution of global energy markets is becoming a reality, and the technological race for
new renewable energy sources has entered an active phase. In this regard, the stability of the
Russian economy will be largely predetermined by its competitiveness not only in the segment
of traditional, hydrocarbon energy sources, but also by the pace of industrial development of
critical technologies. Since Russia has entered the stage of mobilization development of the sci-
entific and technological sphere under the pressure of sanctions, the formation of technological
development institutions should proceed in two directions, the maximum possible borrowing of
technologies from friendly states, and the formation of leading areas based on domestic funda-
mental and applied scientific research.
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Introduction

This research considers the Al support architecture in digital marketing. The topic proves to
be highly relevant due to a wide range of factors. First of all, the rapid development of tech-
nology and the increase in the amount of analyzed data make artificial intelligence (hereinafter,
Al) a significant tool that can facilitate human performance and expand business opportunities.
Secondly, companies are experiencing an urgent need to adapt to new conditions, hence the
need to comprehend how to use new technologies to optimize their business processes.

Despite the growing interest in the use of Al tools in all application areas, especially in
marketing, a systematic analysis of Al support architecture is still lacking. Existing research
has often examined individual aspects of Al use, such as process automation and data analysis.
However, the overall impact of Al on marketing efficiency has not been addressed yet. This
emphasizes the importance of exploring the topic in a more detailed way.

This paper aims to investigate the Al support architecture and its impact, as well as generate
recommendations on how to construct an optimal architecture. In order to achieve this goal it
is necessary to:

— analyze the current architecture of Al support in digital marketing;

— develop proposals for building an optimal architecture;

— evaluate the efficiency of Al implementation in digital marketing based on specific busi-
ness examples;

— assess the possibility of transition from traditional digital marketing to digital AI market-
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— examine the impact of Al tools produced on the competitiveness of companies.

This work represents specific practical value for marketing specialists. The results of this
research can be implemented in development of marketing strategies and effective advertising
campaigns. What is more, it provides grounds for optimization of business processes and dis-
covery of new growth opportunities.

Materials and Methods

Open-source literature, including academic articles and specialized studies on digital mar-
keting and Al, were employed in the course of this research. A systematic review of existing
research on the application of Al in digital marketing was conducted. The authors refered to
Scopus, Web of Science, Google Scholar, MDPI, elibrary, and others scientific databases. In
addition, a qualitative analysis was used to explore the current architecture of existing com-
panies. Regression analysis and other statistical methods helped evaluating the relationship
between the use of new technologies and marketing performance. Comparative analysis was
applied in identification of the most effective technological strategies.

Results and Discussion

The architecture itself consists of components, approaches, and methods required to solve
business problems effectively. Table 1 shows what Al consists of and how the information is
organized, collected and used.

Table 1. Main components of Al support architecture

No Component Features Implementation prospects
Structured data types Tables, databases
Unstructured data types Text, pictures
1 Data
Internal data sources Corporate databases
External data sources Open sources, social media
Deep learning Text and image assessment

Machine learning
Making relevant decisions in

models i i
Reinforcement learning accordance with the context
Cloud platforms Google Cloud Platform (GCP)
3 Infrastructure - -
Local servers High level of data security
o API Integration in other apps
4 Interaction interfaces - - -
Chatbots, assistants Interaction with users

Each component should be observed in a detailed way. The first and most important com-
ponent is data, information. They shape the basis of all artificial intelligence systems and have
a direct impact on performance, efficiency, reliability, etc. Data can be grouped into structured
and unstructured types. For instance, when the neural network is provided with analytical ta-
bles, product features, and customer purchases, it will draw relevant conclusions. Since texts
and images cannot be subjected to structure, they are allocated to a different domain. AI draws
information from a variety of sources, whether provided in advance or found on the Internet.
Internal sources include corporate databases, for example chatbots with neural networks as
user support (Abdullaeva, 2022; Song, 2024). If a prompt is written without setting search con-
straints, all open sources will be engaged.

Machine learning is based on models — prediction algorithms, and involves deep learning.
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In this case, algorithms do not need to set the features or select strategies separately. Instead,
they distinct the features themselves, so it becomes possible to analyze text and illustrations
as well as sound files. In reinforcement learning, on the other hand, the system learns via the
circulating information. This method is mainly used when the network has to produce some
solution under given conditions (Evans, 2024).

Since Al systems are supposed to be based on something, i.e. servers or a network of serv-
ers. In companies where a high level of data security is required with high entry requirements,
local servers are implemented. In this way, companies have full control over the data and apply
their protection policy. Cloud platforms, on the other hand, utilize the servers available from
the provider over the Internet. In order for Al systems to interact effectively with the user, a
suitable interface is also required (Bratucu, 2024; Skatova, 2024; Sobolevsky, 2023).

It can be concluded that the AI architecture is quite realistic and clear to the user. The
mechanisms themselves contain basic components, like any field of science that investigates
computer programs. Speaking about the high pace of development, the system needs to be
flexible and adaptable to new technologies, consumer behaviour, business demands, and an
unstable external environment.

In order to propose an optimal Al support architecture based on the development trends, the
following suggestions are presented in Table 2.

Table 2. Suggestions for optimal Al support architecture

No Scope of application Components
. . Centralized data storage
1 Data interaction - -
Big data processing
o Machine learning algorithms
2 Personalization of content - -
Content generation with Al
. Chatbots and assistants
3 Process automation — — .
Optimization of advertising campaigns
_ . Customer behavior analysis
4 Predictive analytics - - — -
Evaluating the effectiveness of advertising campaigns
. Algorithm transparency
5 Ethical aspects
Impact on people

Since data shapes the basis for Al, data unification should be centralized, i.e., a single source
should be created to absorb other necessary sources. For example, open-access information: so-
cial networks, corporate websites, etc. In the future, it would increase the accuracy of forecasts
and the efficiency of decision-making. Big data processing (for example, customer purchases
over a certain period of time) is obviously needed in real time, because it allow getting infor-
mation about customer preferences faster, respond in time, and adjust marketing strategies, as
well as predict trends.

Content that is created by neural networks can, and should, be customized. It implies in-
troducing algorithms that not only analyze customer behaviour but also draw recommendations
of products for a specific user. In doing so, unique buyer experiences could be created. Con-
tent generation is already the responsibility of specialists, but here we can also add automatic
content creation, so that the specialist only needs to check solutions (Florido-Benntez, 2024;
Sheikh, 2024). It is especially relevant with social media posts, email newsletters, advertise-
ments, and even the entire marketing campaign. Logically enough, such measures would free
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up time for other tasks, reduce the preparation of materials, and increase customer focus and
alignment of content with the company's goals.

Automation of business processes through chatbots and neuro-assistants has not been famil-
iar to users for a long time. There is currently an urgent need for widespread introduction of
such assistance for the processing of standard questions to go faster. Thus, users will be able to
get response regardless of the working hours of employees, meaning that the level of customer
service will skyrocket. Automation is possible not only for basic and standard questions but also
for managing full-fledged advertising campaigns. If Al participates in analyzing such strategies
and campaigns in real time, it will be possible to respond quickly.

What is more, predictive analytics based on historical data can also be utilized more effi-
cienty with the help of Al. For example, analyzing consumer behaviour in real time and based
on their past behaviour will help to tweak strategies in advance. The same can be applied to the
evaluation of marketing campaigns in general.

Since ethical aspects are an important factor in the development of new models. When Al
algorithms are used, data processing should be transparent to the user. In this regard, additional
regulations and standards are required to ensure that marketing solutions are not abused. Next
comes the influence on people: both potential and existing. There is a need for accountability
for emergent processes, development, and empowerment. After all, AI was designed to solve
problems, not to replace humans (Goldybaev, 2023; Romanishina, 2024).

Taking into consideration all the above-mentioned areas of architecture suggestions, it is
possible to increase the effectiveness of company marketing, improve customer loyalty, and
boost profits. Artificial intelligence should become an indispensable tool for marketers and pro-
vide companies with a competitive advantage.

The main indicator of return on investment in marketing is ROMI (ROI in advertising). The
formula uses marketing (advertising) costs and marketing (advertising) revenues. It is assumed
that Al allows reducing advertising costs by using internal resources of the company, rather than
resorting to specialists. At the same time, revenues increase by attracting consumers through
personalized content, precisely tailored advertising (targeting), and so on.

According to a study conducted by McKinsey, if a company uses artificial intelligence in
their marketing strategies and advertising campaigns, they see an average 30-50% increase in
ROL

The next important metric for marketing is the CCA (cost of customer acquisition). With Al,
companies can also effectively allocate not only communication channels but also the funds,
which reduces costs and improves the quality of incoming leads. In this case, the cost of en-
gagement is reduced by about 20-30.

Targeting can also be analyzed more specifically. For example, Al algorithms can be applied
to such ads so that users see only relevant and appropriate ads. As a consequence, this leads to
a 20-30% increase in the click-through rate (CTR) of advertising. For example, at VIB, the
introduction of Al to personalize marketing campaigns increased click-through rates by 50%,
with conversions increasing from 2% to 6%. Artificial intelligence identified the user segment
and presented pre-prepared solutions and offers in the ads (Gpndbzyeli, 2024; Liu, 2024).

If Al helps customize ads, it brings leads, and then the conversion rate increases. Out of the
total number of visitors to the site, the number of those who took the required action should
increase. Similarly, conversions increase by 15-25%.

An optimal Al architecture will enable more and more processes to be automated than just
chatbots for technical support. Delegating business processes to Al reduces up to 30% of em-
ployee time. Now, with almost complete replacement of micromanagement, professionals can
allocate time to long-term tasks. In addition, these chatbots handle up to 80% of the questions
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that come from users. It increases customer loyalty because they get a quick and detailed re-
sponse to their question.

Al-powered predictive analytics also helps achieve greater efficiency. Predictions become
70% more accurate and stable, which helps both to respond quickly to customer behaviour and
the dynamic environment and to adjust existing marketing strategies to new realities.

Thus, the help of Al in increasing the efficiency of digital marketing is confirmed by growing
performance. It is a matter of absolute necessity to capitalize on these opportunities to have a
competitive advantage in the market. (Gupta, 2024; Islam, 2024).

In order to fully assess the possibility of transition from traditional to digital marketing, it is
necessary to be well aware of the difference between these concepts. Digital marketing utilizes
online and offline promotional methods, all digital communication channels, content, newslet-
ters, social media, etc. In its turn, AI marketing utilizes artificial intelligence technology. With
its help, employees can analyze data by predicting consumer behaviour, automate processes
by delegating content creation to neural networks, and personalize interaction with users by
managing advertising. It can be concluded that the concept of digital marketing is broader and
includes Al marketing in its structure.

Development of an Al-marketing industry requires recognizing both the anvantages and
challenges (Table 3).

Table 3. Advantages and challenges of adopting Al marketing

Advantages Potential challenges
Increased efficiency
of advertising Improved customer Long-term investments Ethical concerns
campaigns and experience and loyalty | in software and training | over Al application

marketing strategies

If a company has considered all the benefits and risks, and decided to reshape the marketing
department in order to move from traditional marketing to digital Al marketing, it is possible
to invite some existing strategies, or tips, that will facilitate this transition.

To begin with, a company needs to choose a department of business for Al to be integrated.
It is important to bear in mind that a small project should be first subjected to such automa-
tion, for example, an advertising campaign for one product only. After the campaign is over, it
should be verified on the basis of performance indicators to prove that the implementation has
brought visible improvements. If optimization is successful, a full-scale implementation of Al
can be considered in both advertising campaigns and other marketing strategies.

Successful automation also depends on the company's internal human resources. In order
for the implementation to go smoothly and without interruptions, specialists should be engaged
in working with Al, platforms, and software. It will help not only to speed up the process of
employee adaptation but also to avoid mistakes at the beginning of interaction.

Here is a range of specific steps to achieving Al marketing adoption:

1. Identify business needs. This step requires analyzing what processes the company currently
has in place and which can be improved in order to figure out what exactly needs to be auto-
mated, for intance, data analysis, prognosis, control, or process management.

2. Set goals and objectives. If a company is currently striving to increase the advertising
efficiency it is necessary to select the appropriate indicators and metrics to track the perfor-
mance. For example, it can be ROI (ROMI), CCA, CTR, or conversions. In order to boost
personalization, it is crucial to see how Al can help with individualized user experience on a

74



4 -

specific example.

3. Selection of methodologies, tools, and technologies. According to the needs, Al tech-
nologies and platforms are selected to work with Al. For this purpose, the existing platforms
are assessed, together with the implementation prospects and completeness of actions. Another
aspect to consider is functionality of programs and their alignment with existing processes. In
addition, the platforms and software should correspond to the funds for Al implementation.

4. Employee training. In order to be qualified enough to use the software, employees need
to be trained. In addition to successfully using the functionality of the platforms, it is also im-
portant to understand how to apply these functions in practice and effectively generate devel-
opment strategies.

5. Start with small projects. Before launching full scale, a small process should be facilitated
as a trial. Having tested the implementation in practice, strategies and approaches should be
adjusted to boost functionality.

6. Evaluate effectiveness. Using the selected metrics and indicators, the effectiveness of Al
implementation should be evaluated. The metrics should be monitored in real time to ensure a
quicker response to external chang.

Undoubtedly, the transition from traditional digital marketing to digital AI marketing is pos-
sible. If properly implemented, it can improve the efficiency of business strategies, adapt faster
to changing market conditions, and attract more customers. However, the implementation
process requires significant investment, respect to ethical concerns, and readiness to introduce
radically new strategies.

It is difficult to overestimate the impact of artificial intelligence, including neural networks,
on both the effectiveness of marketing and the overall competitiveness of a company. The use
of Al in operations allows organizations to adapt faster to changes in consumer behaviour, op-
timize budgets, and increase revenues.

OZON, a large Russian marketplace, automated the advertising process via targeting. For
this purpose, OZON created its own tools for Al advertising campaigns. Targeting became more
accurate with higher personalization, resulting in the increased volume of orders to 100 000
per day. In terms of competitiveness, the marketplace has significantly strengthened its position
among competitors. In addition, the company has implemented Al in logistics as well. With
the help of Al, transportation logistics involves detecting optimal routes in order to reduce the
distance. It helps the company save its delivery funds and promotes customer loyalty.

Process automation based on neuroassistants and chatbots is becoming more accessible for
many companies. For instance, T-Bank has developed a voice assistant for the call centre,
thus saving support service time by handling about 80% of incoming calls. As a consequence,
the bank's customers spend less time on hold and become more loyal. As a result, the overall
number of customers grows and T-Bank ranks among the leaders in Russia. Another example of
a successful implementation of Al-based chatbots is the French brand Sephora. The company
analyzes customers and provides individual product recommendations. The conversion rate on
the website increased, and as a consequence, the company's revenue grew. Among competitors
in the cosmetic industry, Sephora has definitely obtained a much stronger position.

Companies that are automating businesses themselves are also incorporating Al into their
operations. For example, HubSpot, a platform that automates the marketing and sales depart-
ment of customers, has improved customer interactions through Al. As a result, labour produc-
tivity has increased by 17%, customer offerings have expanded, and the site saw a new wave of
user growth.

Embedding Al capabilities into companies' operations is changing the way they do business.
In order to remain competitive, compasnies need to adapt to new realities: change products

75



: -

and adjust approaches, etc. Methodological agencies that develop courses, including profes-
sional training, are currently receiving a large number of orders to adapt existing programa to
Al capabilities. For example, programs for designer training already include modules on neural
networks. In other words, consumer interest can only be maintained when a company keeps up
with the growing demand and constantly changing trends.

Conclusion

Having reviewed the key components of Al support architecture and successful implemen-
tation cases, the authors developed an optimal structure for the application of artificial intelli-
gence in various areas of digital marketing.

To sum up, the use of Al tools can improve marketing strategies and increase their perfor-
mance indicators, thereby reducing advertising costs. What is more, the Al personalizes content
and creates a unique user experience which results in higher consumer loyalty.

Digital AI marketing opens up new opportunities for businesses. Numerous examples of
international and domestic cases prove that successful application of technologies brings in a
wide range of benefits: growth in the number of customers, increased profits, stronger position
in the market, and better competitiveness. In order to achieve this full-scale implementation,
companies need to invest in technology, software, and training; reconsider smart strategies for
building new business; and grow flexibility.

In fact, the more Al technologies are implemented in our lives, the more a qualified human
professional is valued. Regardless of the number of challenges that these new realities of the
market bring, the mankind has to acknowledge the change in order for the companies to main-
tain their competitiveness.
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Annorammsga. Hacrosiee ucciaegoBaHue MpeacTaBisgeT co0oii aHalIu3 0000IIEeHbIX CTATUCTU-
YECKMX JaHHBIX, OTPaXalollUX COBOKYITHYIO YMCJIEHHOCTb CTYIEHTOB, OOyYarolIUXCsS IO Mpo-
rpaMmam OakajaBpuaTta, crieuuanuteTa, Maructpatypsl ¢ 2005 nmo 2021 roa. OnpenenéH od1Mit
TPEH]T CHIDKEHUSI YUCIIEHHOCTH CTYACHTOB, KOTOPBIA MOXET OBITh CBSI3aH ¢ TAKMMM (paKTOpamMu
KaK M3MEHEHUSI B AeMOorpacduu, COINAIBHO-3KOHOMHYECKON M 00pa30BaTeIbHON TMOJMTHKE.
IIpennoxeHsl BapyaHTHl BHEIPEHUS B IIPOIIeCC OOYUCHMST OSPEXIMBBIX TEXHOJOTMI C 1IeJbIO
MOBBIILIEHUS KOJMYECTBa IPUBJIeKaeMbIX K 00pa3oBaHUIO Jtojaeil. DpdekT cTabunmsanuu, po-
SIBJISIIOLLEICA B MOCJIEIHWE TOAbl JAHHOIO BPEMEHHOIO psijfia, CBMIETEIbCTBYET O BO3MOXHBIX
nepeMeHax B 00Opa3oBaTeIbHONM cdepe, MOoTUepKMBas BaKHOCTh JAJIBHEHIINX WCCIIeIOBaHWI
B paccMmaTpuBaemoit obiactu. MHTerpamst OepesXIMBLIX MPaKTUK B BBICIIEE OOpa3oBaHUE HE
TOJBKO OTBEYACT HA TEKYIIWE BBI3OBHI, HO M CO3MaeT YCJIOBUS IJII YCTOMYMBOTO Pa3BUTHUS 00-
pa30BaTE€IbHOM CUCTEMBL B JOJTOCPOYHON MEPCIEKTUBE.

KmoueBble cjioBa: 4YKMCIEHHOCTb CTYACHTOB, SKOHOMMNYCCKHNEC (baKTOpBI, JUHaMMKa CHWXKEC-
HHA, 6ep€)K.TlI/IBI>Ie TEXHOJIOTNH, Z[eMO]"pa(i)I/IH

Jlnga muruposanusa: TypueBa A., bpeuman A. IlepcrieKTUBBI BHEAPEHUST OCPEKIUBBIX TEX-
HOJIOTMM B TpOILlECC OOYYeHMs: MyTh CTAaOWJIM3AlMKU B YCJIOBUSX COLIMATBHO-3KOHOMUYE-
ckux uameHeHuit // TexnoakoHommka. 2023. T. 3, Ne 4 (11). C. 79—89. DOI: https://doi.
org/10.57809/2024.3.4.11.7

DTO cTaThsl OTKPHITOTO AOCTyMa, pacrpoctpaHseMas no guueH3uu CC BY-NC 4.0 (https://
creativecommons.org/licenses/by-nc/4.0/)

Introduction

In recent decades, education systems have had to face rapid economic, scientific, and
technological changes, which required the adaptation of learning processes to new conditions
(Fedotova, 2020; Gergalo, 2016; Krasnova, 2015). Lean technologies, which have proven their
effectiveness in industry and other sectors, have become especially important in the context of
limited funding, high-quality requirements, and the growing need for individualized approach
in learning. Lean technologies are able to reduce costs, minimize wastage, and ensure more
efficient resource use. According to research, implementing these methods can reduce the costs
of administrative and training processes, allowing funds to be reallocated to innovative training
programs and increasing student satisfaction overall.

Lean production methods in the form of Lean and Six Sigma systems are widely used in
companies and daily prove their effectiveness in boosting productivity and quality. At the same
time, the application of these methods in education is relatively new and, therefore, has great
potential for optimization.
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Materials and Methods

This research invites the methods of collection and analysis of information, comparison and
description. The information base of the study is represented by a wide range of publications on
innovative technologies in the energy supply, food industry and agriculture. The tabular method
was used to present the results of the study.

Results and Discussion
Analyzing the indicator of change in the number of students in Russia in the period from
2005 to 2021, it is possible to identify some statistical regularities (Krasnova, 2015).

Table 1. Indicator of change in the number of students in Rus-
sia (2005-2021) (based on the Rosstat data)

Year The number of students enrolled in Bachelor, Specialist i
and Master degree programs (total, min.)
2005 7.065 1
2006 7.301 2
2007 7.461 3
2008 7.513 4
2009 7.419 5
2010 7.065 6
2011 6.49 7
2012 6.075 8
2013 5.647 9
2014 5.209 10
2015 4.767 11
2016 4.4 12
2017 4.246 13
2018 4.162 14
2019 4.068 15
2020 4.049 16
2021 4.044 17
Average 5.70

As we can see from the table the beginning of the period (2008-2021) is marked by a de-
creasing trend in the total number of students; absolute and relative growth became negative.
Primarily, it may have resulted from the demographic changes. According to Rosstat, the birth
rate in the country decreased from 1.61 million children in 2008 to 1.46 million in 2021, which
could lead to a decrease in the number of potential students and, thus affect the total number
of university students.

The economic factors could have turned out to be another fundamental prerequisite. Accord-
ing to the report of the Ministry of Labor and Social Protection of the Russian Federation, the
unemployment rate in the country fluctuated between 5.5% in 2008 and 5.8% in 2021. Logically
enough, it contributed to the rising unemployment and instability of the labor market, which
could have influenced the family's decision whether now is the right time for higher education.

And yet another factor is changes in the education system. Introduction of new standards
and requirements, as well as optimization of educational programs could have created addition-
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al barriers for applicants (Bogdanova, 2018; Alekseeva, 2022).
Growth rates are mostly negative from 2009 to 2015. Figure 1 graphically represents this
trend.

Fig. 1. Chain growth rates (designed by the authors).

Starting from 2009, we can observe a negative impact of external factors, which is reflected
in negative values of Kc (chain growth rates) and Kb (base growth rates) (Table 2).

Table 2. Indicators of changes: 2005-2010 (based on the Rosstat data)

Yt, Number of students enrolled
Year in Bachelor, Specialist and APRc | APRb | TRc TRb Kc Kb | TPRc | TPRb | Al
Master programs (total, min.)

2005 7.065 - - - - - - - - -

2006 7.301 0.24 0.24 1103.34 | 103.34 | 1.033 | 1.033 | 3.34 3.34 | 0.07
2007 7.461 0.16 0.40 |102.19 | 105.61 | 1.022 | 1.056 | 2.19 5.61 | 0.07
2008 7.513 0.05 0.45 | 100.70 | 106.34 | 1.007 | 1.063 | 0.70 6.34 | 0.07
2009 7.419 -0.09 0.35 | 98.75 | 105.01 | 0.987 ] 1.050 | -1.25 | 5.01 | 0.08
2010 7.065 -0.35 0.00 | 95.23 | 100.00 | 0.952 | 1.000 | -4.77 | 0.00 | 0.07
2011 6.49 -0.58 | -0.58 | 91.86 | 91.86 | 0919|0919 | -8.14 | -8.14 | 0.07
2012 6.075 -0.42 | -0.99 | 93.61 | 85.99 | 0.936 | 0.860 | -6.39 | -14.01 | 0.06
2013 5.647 -0.43 | -1.42 | 9295 | 79.93 [ 0.930 | 0.799 | -7.05 | -20.07 | 0.06
2014 5.209 -0.44 | -1.86 | 92.24 | 73.73 10.922]0.737 | -7.76 | -26.27 | 0.06
2015 4.767 -0.44 | -2.30 | 91.51 | 67.47 | 0915 0.675| -8.49 | -32.53 | 0.05
2016 4.4 -0.37 | -2.67 | 92.30 | 62.28 | 0.923 ] 0.623 | -7.70 | -37.72 | 0.05
2017 4.246 -0.15 | -2.82 | 96.50 | 60.10 | 0.965 | 0.601 | -3.50 | -39.90 | 0.04
2018 4.162 -0.08 | -2.90 | 98.02 | 58.91 | 0.980 | 0.589 | -1.98 | -41.09 | 0.04
2019 4.068 -0.09 | -3.00 | 97.74 | 57.58 | 0.977 [ 0.576 | -2.26 | -42.42 | 0.04
2020 4.049 -0.02 | -3.02 | 99.53 | 57.31 | 0.995]0.573 | -0.47 | -42.69 | 0.04
2021 4.044 -0.01 | -3.02 | 99.88 | 57.24 | 0.999 | 0.572 | -0.12 | -42.76 | 0.04

Average 5.705 202 072
-019 0.966 -0.034
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The first observation from the table is a steady decline in the number of students from 2008
to 2021, which is reflected in the negative values of APRc and APRb. A particularly sharp de-
crease is witnessed in 2011 and is confirmed by the negative values of APRc (absolute chain
growth), APRb (absolute base growth), TRc (chain growth rate), and TRb (base growth rate),
indicating the presence of a negative trend.

Subsequently, from 2010 to 2015, the oppsite trend becomes apparent, K¢ and Kb become
positive, indicating a change in the direction of the influence of external factors on student
enrollment. This coefficient reflects the change in the number of students compared to the
previous year in percentage terms. Positive values of Kc indicate an increase in the number of
students, while negative values indicate a decrease. It is important to note that Kc decreases
over time, which may be interpreted as a slowdown in the rate of change in the number of
students (Figure 1).

Thus, positive values of Kc at the beginning of the period represent an active growth of the
population, while closer to the end of the period, when Kc becomes closer to zero or negative,
we can assume the onset of saturation or even a decrease in the population.

In the following years, from 2015 to 2021, Kc and Kb remain positive, emphasizing the
stable positive impact of external factors on the level of student population at the university
(Kuprina, 2016; Kupriyanova, 2012; Savelyeva, 2005; Bukharina, 2023).

Kb compares the current year with the base year (2005). Positive values of Kb before 2010
indicate an increase in student population compared to 2005. Negative values after 2010 indi-
cate a decrease in the number of students in relation to the base year. It is important to note
that closer to 2021, Kb values get closer to zero, which may represent the achievement of a new
level stabilization within the education system itself (Chuks, 2022; Moe, 2021).

Joint analysis of K¢ and Kb allows interpreting the dynamics of changes in the number of
students much better. For example, if Kc is positive but Kb is negative, a temporary increase
may take place, however, not leading to a sustainable increase in enrollment. A decrease in both
coefficients may shape the grounds for concerns. (Figure 2).

Fig. 2. Growth coefficients (designed by the authors).
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The growth of Kc and Kb in the first half of the timeline may be explained by the economic
development, since this period saw an increase in economic activity and improvement of the
socio-economic situation in the country. GDP growth, higher incomes, and lower unemploy-
ment rates created favourable conditions for higher education; demographic changes (a tempo-
rary increase in the birth rate led to an increase in the number of young people in the following
years, and subsequent number of students enrolled in universities. Another significant matter
of the given time was the expansion of educational opportunities, including state support pro-
grams, infrastructure improvement, expansion of the university network, and optimization of
study programs. A decrease in these coefficients in the second half of the period may indicate
saturation or changes in the education policy.

Summarizing the trends mentioned above it is possible to derive the following:

— 2005-2010 — relative stability in the number of students, with a slight decrease in 2010;

— 2011-2014 —visible and rapid decline in student enrollment, reaching almost a 19% annual
decline;

— 2015-2017 — continued decline in student numbers, however with a lighter decrease of a
7% annual,

— 2018-2021 — relative stabilization of the student population.

In 2000, about 1.567 million newborns were registered in Russia, but by 2010 this figure
had fallen to 1.218 million, indicating a decline in the birth rate of about 22% (Brykin, 2020).
The decline in the number of students in the early 2010s could be related to the demographic
decline (Rupietta, 2021).

Economic challenges, especially during the 2011-2014 crisis, could have affected the acces-
sibility of education as well as students' intension to continue their studies. During the crisis,
Russia faced with an increase in inflation, a reduction of currency reserves, and a slowdown of
economic growth, which led to the deterioration of the financial situation of the population.
Students and their families had to deal with rising prices for goods and services, as well as grow-
ing unemployment and declining incomes (in 2010, 25.000 rubles; 2014 it fell to about 23.000
rubles, on average) (Dillinger, 2022).

Stabilization in the late 2010s may indicate the adoption of measures to adapt to demograph-
ic and economic changes, possibly with improved education conditions and financial support
(Yu, 2022; Gruchmann, 2020).

In order to achieve high accuracy and minimize the impact of random fluctuations on the
results, the authors employed the polynomial moving averages. This approach allows mitigat-
ing irregular oscillations and highlight the underlying trend. What is more, the application of
polynomial moving averages as a filtering method helps eliminating short-term spikes that may
distort data interpretation. Instead, it becomes possible to focus on long-term trends, which is
particularly important for economic or managerial analysis.

As can be seen from the Table, the moving average method helped smoothing out short-
term fluctuations and reveal the overall trend. The number of students has been decreasing over
time, which may indicate long-term changes in the education system. The use of 5- and 7-term
moving averages helped reducing the impact of random fluctuations and emphasizing more
stable trends. Moving averages with 5- and 7-term components, by displaying averaged values,
contribute to a better visualization of the overall stability of the trend in student population dy-
namics. These findings should be considered within the context of general trends in the higher
education system, accounting for potential factors influencing student enrollment in Russia.
The analysis of moving averages enhances the perception of student population dynamics by
providing average values and highlighting more stable trends in the data.
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Table 3. Implementation of the moving average method (designed by the authors)

Year i mastr's programs. total million peeple MAS MA7
2005 7.065 - -
2006 7.301 - -
2007 7.461 7.352 -
2008 7.513 7.352 7.188
2009 7.419 7.190 7.046
2010 7.065 6.912 6.810
2011 6.49 6.539 6.488
2012 6.075 6.097 6.096
2013 5.647 5.638 5.665
2014 5.209 5.220 5.262
2015 4.767 4.854 4.929
2016 4.4 4.557 4.643
2017 4.246 4.329 4.414
2018 4.162 4.185 4.248
2019 4.068 4.114 -
2020 4.049 - -
2021 4.044 - -

Fig. 2. Graphical representation of the original data overlaid with data obtained

using the moving average method (designed by the authors).
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A graphical display of the original data overlaid with the data obtained using the moving
average method (Figure 3) provides a clearer representation of the difference in accuracy. In the
moving average graph, periods can be identified in the point where the moving averages shift
direction. These points may indicate potential changes in the dynamics of student population
trends.

Conclusion

Currently, the government of the Russian Federation is taking measures to increase the
number of available state-funded positions. According to the Ministry of Science and Higher
Education of the Russian Federation, in 2021, the number of state-funded students in Russian
universities increased by 5.4% compared to the previous year (Przybylek, 2021). In addition,
the government allocates significant funds to the development of educational infrastructure,
including the construction of new and modernization of existing educational premises. In 2021
alone, more than 1000 new higher education facilities were built (Ansheles, 2020; Alami, 2022).

The introduction of lean technologies into education will significantly improve the scale of
attracting and retaining new students. Analysis of trends over the last few years shows the num-
ber of learners remains stable at the level of 85-90%. Lean technologies shape a more flexible
and learner-centred environment, making the learning process more engaging and adaptable to
changing conditions.

An example of successful application of lean technologies in the education sector is the in-
troduction of lean methods in STEM education in the United States. A study conducted by the
Lean Enterprise Institute in 2022 showed that educational institutions that implemented lean
principles were able to reduce the time spent on administrative processes by an average of 20-
30%, increasing the focus on learning. By streamlining the processes of preparing and revising
assignments, as well as reducing non-core teacher load, the average performance of STEM
classes increased from 85% to 95%, while teachers' time spent on organizational activities was
reduced by 15% (Wahl, 2022).

A key aspect of the application of lean technology is the reduction of non-core operations
and the optimization of teaching resources. For example, schools and colleges that have im-
plemented Just-In-Time have been able to reduce the costs of purchasing and refurbishing
teaching equipment by 10 percent. This accomplishement enabled them to plan the needs and
requirements more accurately, thus ensuring that students have access to up-to-date equipment
and materials without overstocking. Another example of success is represented by the approach
to continuous improvement through regular surveys among students and lecturers on the quality
of the educational process.

To implement these improvements, it is important to develop and implement the concept of
continuous improvement with the support of staff and management, which means engaging all
employees in the process of optimization and reallocation of resources. Studies in other indus-
tries have shown that similar approaches (e.g., Kaizen) can improve performance by an average
of 10-15% and can be adapted to the education sector.

In addition, methods of process visualization and standardization, such as value stream map-
ping or VSM, can be used to identify and eliminate bottlenecks in an organization.

Analyzing the student population in the context of the above mentioned factors emphasizes
the importance of systematic research, considering the long- and short-term impact of different
factors on student dynamics. Subsequent research could aim to better interpret the dynamics
and reasons of fluctuations in the student numbers, as well as to identify tools to improve the
overall performance of universities.
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AnHoTtamms. B cratbe paccMaTpuBaeTCsl aKTyaJIbHOCTh IMPUMEHEHMST KapTUPOBAaHUST KaK WH-
CTpyMeHTa OepeXJIMBBIX TEXHOJIOTUI B (DYyHKIIMOHUPOBAHUU BBHICIIETO yYeOHOTO 3aBElCHUS B
ycnoBusix nudposoit TpaHchopmanuu. [loguepkrBaeTcs, YTO COBPEMEHHbBIE BBI30BBI TPEOYIOT
ONTUMM3ALMU OU3HEC-TIPOLIECCOB, YTO MOXKET ObITh JOCTUTHYTO B pe3yJbTaTe MCIOJIb30BAHUS
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Introduction

Stochastic context in various sectors of the economy shapes the need for enterprises to
develop an integral management system that would take into account the multifaceted factors
affecting performance efficiency. In this regard, the importance of quality management in-
creases not only for the final product but also for the processes occurring in organizations. A
dynamically changing external environment and increasing uncertainty promote the relevance
of lean production, since the later is aimed at optimizing processes, minimizing loss, and max-
imizing customer value. The application of lean manufacturing principles allows organizations
to respond to changes in demand much faster, reduce costs, and improve the overall quality of
products and services (Khadasevich, 2022; Petrova, 2019; Romanov, 2021).

Lean production focuses on creating a continuous flow of value, which requires enterprises
to take a systematic approach to analyzing and improving all stages of the production process.
In a volatile environment, where risk factors can significantly affect business results, it is im-
portant not only to control the quality of the final product but also to ensure high quality at all
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levels of operations.

Thus, the integration of lean production into management practices becomes a key driving
force to achieve a sustainable competitive advantage. Effective process quality management
contributes not only to improving the bottom line but also to creating a culture of continuous
improvement, which is a prerequisite for the successful performance in conditions of uncertain-
ty and instability.

Lean production is a comprehensive management approach aimed at maximizing custom-
er value by continuously reducing inefficient processes through minimizing loss. Within this
concept, losses relate to all types of inefficiencies that do not add value to the final product
or service. The main goal of this approach is to create an optimal value stream that provides
high-quality products and services with minimal resource inputs. Such effect is achieved by
implementing principles and tools aimed at identifying and eliminating redundant processes
and facilitating manufacturing operations. Within this approach, special attention is paid to the
analysis of the value stream, which helps to identify rough patches where a potential loss may
take place (Loginova, 2021; Chazova, 2021).

The relevance of the lean production principles in the context of sustainable development
of higher education requires a deep and multifaceted analysis. Globalization and rapid changes
in the educational environment set the need for universities to optimize their educational pro-
cesses, improve efficiency and competitiveness in the market. (Zarubina, 2019; Chelombitko,
2020; De Souza, 2023).

The concept of lean production becomes especially relevant in the light of growing re-
quirements for environmental sustainability and social responsibility of educational institutions.
Now, universities are not only expected to provide high-quality education but also actively par-
ticipate in social and environmental agenda. (Kudryavtseva, 2019; Lyamin 2023; 2024).

Currently, modern technologies such as the Internet of Things (IoT), Big Data, and artificial
intelligence (Al) are being actively developed and implemented, which provides new opportu-
nities for the introduction of lean principles in education. In particular, the Big data analysis
allows universities to process large amounts of information, identify patterns and trends in
learning, optimize decisions on optimizing study programs, and allocate funds more efficiently.

In the conditions of digital transformation, higher education can significantly reduce the
time for adapting curricula and introducing new courses through more efficient management,
thanks to the integration of different technological solutions. As a result, lean production com-
bined with digital technologies not only increases the economic efficiency of higher education
but also contributes to the reduction of the negative impact on the environment (Pulin, 2020;
Golubenko, 2020; Sharafullina, 2020).

The main tool of lean production is mapping. It represents visualization of all production
stages — from the receipt of raw materials to the delivery of finished products to the end user.
Mapping the flow of value creation allows identifying bottlenecks and inefficiencies in the pro-
cess, as well as optimization prospects.

The value stream visualization (VSM) is the major tool that eliminates losses and helps to
optimize various processes (Elagina, 2021). Effective application of VSM enables organizations
to not only identify potential problems but also develop strategies to address them in the future.
Process visualization promotes involvement of employees at all levels. Thus, value stream map-
ping is becoming an integral part of strategic management, enabling organizations to achieve
a high degree of efficiency and sustainability in a dynamically changing external environment.

The process mapping methodology was originally developed and actively implemented in the
manufacturing sector. However, the last decades have seen a significant expansion of its appli-
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cation in the service sector as well.

This research aims to improve tracking student attendance at structural subdivisions of the
university. In order to achieve this goal it is necessary to:

— analyze the toolkit of lean production;

— apply mapping to tracking student attendance;

— optimization of the existing process attendance control;

— development of recommendations for further improvements on the basis of the PDCA
cycle.

Materials and Methods

This research employs direct observation and analysis to assess the employee efficiency.
Thanks to direct observation it was possible to record the sequence of actions and time costs of
individual operations, as well as to detect losses occurring in the process.

In order to visualize the existing process and identify loss sources, the value stream map-
ping was applied. As a result, the authors were able to assess the current processes, highlight
excessive steps bottlenecks that impede the optimization of production flow. The PDCA cycle
was also implemented to verify the efficiency of the proposed improvements. Each step of the
cycle (planning, execution, verification, adjustment) was thoroughly documented and specified.

Results and Discussion

Considering the university activities, it is necessary to emphasize the significance of pro-
cesses associated with the management of the educational process, as well as the administrative
activities (Myslyakova, 2020; Silkina, 2023; Rajabova, 2022; Konkin, 2020). As for administar-
tion, the dean's office includes both managers for different courses and levels of training and
specialists performing operational activities. The main functionality is realized by specialists;
their duties may include maintenance and constant updating of student data, registration of
training certificates, and schedule control. In addition, they are engaged in collecting informa-
tion from students on various issues and perform a number of other functions that contribute
to the effective management (Trushin, 2021).

This research examines one of the ways of collecting information from students — in particu-
lar, logbooks to track student attendance. Attendance monitoring makes an important part of
control over educational activities that help to identify possible problems. An effective attend-
ance system increases student responsibility and improves the quality of education.

Keeping a logbook register is an important element of the organizational structure of any
educational process in academic groups. It is important to note that the register is kept only
in full-time 1st year academic groups. Group monitors are responsible for filling in logbooks
and tracking attendance. This register serves not only as a means of tracking but also as a tool
for analyzing students' learning activity. What is more, these data serve as a supplement to the
information obtained from the monthly evaluation of the semester subjects conducted by the
Academic department.

Overall, analysis of attendance data in combination with the results of current academic
performance provides an opportunity to identify “struggling” students even before the exams.
Teachers and administration get the opportunity to take measures in advance and support
students who experience whatever types of difficulties in learning. As a result, the attendance
tracking system contributes not only to the improvement of the educational process but also to
the formation of a more responsible attitude of students to their academic activities.

Thus, keeping a logbook is an integral element of the education quality management system,
contributing to the early identification of problematic situations and providing the necessary
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support for students. Time losses occurring at different stages of the educational process are
an important aspect affecting the efficiency of educational activities. Figure 1 provides a visual
illustration of the time costs associated with the preparatory stages of processing information

on student attendance.
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Fig. 1. Keeping a paper logbook (attendance register): process decomposition.

Six major steps of the process are mapped in Table 1.

Table 1. Mapping of the process
“Maintaining a paper student attendance log” (developed by the author)

Core action (CA) / Non-core

Ne Action Time action (NCA) / Loss (L)
1 Going to the academic department 30 minutes P}g 4(?Sr?§ggzsszgyryagg§2;;r
) Receiving lpgbooks from the 20 minutes 7

academic department
Returning to the .
3 administrative office from 30 minutes Pg 4(1(133522222? a;:glci)sr};():sc))r
the academic department fy log
Calling group monitors .
4 to got logbooks 15 minutes Z
5 Handing logbooks over 10 minutes P6 (waiting)
to group monitors
6 Obtaining data from logbooks 1 day Z
Total 115day§ 1 hour
minutes

Each of the mapped out steps should be considered separately:

1. Going to the academic department. In the first stage, the specialist of the Directorate
office responsible for attendance tracking visits the academic department to receive paper log-
books. This process requires not only physical movement but also time to commute, which may

vary depending on the location of these two offices.

2. Receiving logbooks from the academic department. Upon arrival at the department, the
specialist receives the logbooks upon signature. This process includes verifying that the required
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logbooks meet the established requirements. It is important to note that there may be delays at
this stage due to paperwork or lack of the required number of logbooks.

3. Returning to the administrative office from the academic department. The specialist re-
turns to the workplace. This step also involves commuting, which may further increase the total
time required to complete the entire cycle.

4. Calling group monitors to get logbooks. At this stage, the specialist needs to initiate com-
munication with each group monitor. It can be accomplished through phone calls, emails, or
other means of communication. The specialist informs the group monitors on the necessity to
get the logbooks in the academic depertment.

5. Handing logbooks over to group monitors. The institute specialist gives the logbook to
each monitor while informing them of the rules of filling it out and the deadlines. It is impor-
tant to ensure that monitors clearly understand the requirements for keeping attendance record,
which may also require additional time for clarification.

6. Obtaining data from logbooks. The specialist has to scrutinize the records, check their ac-
curacy, and enter the necessary data into the e-record systems. This process takes considerable
time, especially if the logbooks are completed inaccurately.

As can be seen from the detailed observation of each stage, keeping paper logbooks implies a
lot of time concerns and does not seem to be particularly convenient. Given the current trend
for digitalization it is more appropriate to switch to e-logbooks. Such change, for example in
Google Tables, can significantly reduce the time spent and minimize the physical burden on
employees. This form of record keeping automates the processes of collecting and analyzing
attendance data, thereby improving the accuracy and timeliness.

Table 2 depicts the process of keeping the logbooks “before” and “after” transition to the
e-version.

Table 2. Students' attendance register “before” and “after” moving to e-logbooks

“BEFORE” “AFTER”

1. The specialist should receive paper logbooks in |
the academic department for the number of full-
time student groups.

2. Call the group monitors and hand in the
logbooks.

3. When necessary, the specialist requests data
from the logbook.

. The specialist starts "logbooks" in Google
tables for the number of full-time student groups.
2. Provide access to the e-logbooks to group
monitors and, if necessary, to deputy monitors.
3. When necessary, the specialist has the ability
to review data from logbooks.

In order to understand the optimized e-journal process, it is necessary to consider the de-
composition of the e-logbook implementation process, i.e., the transition from paper to elec-
tronic alternative (Figure 2).

Table 3 depicts the measurement of this process flow.
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Fig. 2. Moving from traditional logbooks to an electronic alternative: process decomposition.

Table 3. Duration of the “e-loghook” process (designed by the authors)

No Action Time

1 Assessment of paper logbook 4 hours

2 Starting a template for the logbook in Google tables 1 hour

3 Collection of monitors’ mail addresses 1 day

4 Provision of access to the e-logbook 10 minutes
5 Drawing a schedule for informing students and sending 30 minutes

notifications on the creation of an e-logbook
Total 1 day 5 hours 40 minutes

As a result of this shift, the process can be optimized from 11 to 1 day only. In order to
understand the specifics of process optimization, it is necessary to consider the data collecting
during the transition period. Figure 3 shows the process of keeping the e-logbook.

student information schedule

Regulations on maintaining records of student attendance

sample of group leader mails dlsiilefmmatl_on of
ormtlon informed group leaders
(mailing)
embedded electronic journal Getting data from
> journals attendance data
3 from the journal
Data verification
verified data from
Y the electronic joumnal final data
Correction of data
software

Directorate Specialist

Fig. 3. Specifics of keeping the e-logbook: process decomposition.

As a result, optimization is reduced to 4 stages to be implemented within 1 day only. How-
ever, it should be noted that the shortest period is possible if monitors provide data within the
deadlines set by the academic office. In order to maintain stability and improve this process,
it is recommended to use the PDCA (Plan-Do-Check-Act) cycle on a regular basis. Table 3
summarizes the given cycle in terms of starting and keeping an e-logbook.

96



Table 4. PDCA cycle for e-logbook implementation

Cycle stage Actions

- Designing an e-logbook to record student
1. Plan attendance using Google Tables;
- Ensuring access for group monitors.

Implementation:

- Create and customize a Google Table template;
- Conduct training for monitors on how to fill in
the table and work with Google Tables;

- Provide monitors with information on the student
population of their academic groups;

- Monitors start completing the logbook
from the beginning of semester.

2. Do

Monitoring:
- Regular checks of the logbook completion
(e.g. once a week) and data quality;
- Collecting feedback from monitors on the process
3. Check of filling in and usability of the table.
Data analysis:
- Evaluation of the e-logbook efficiency compared
to the previously used paper version;
- Problem detection on the difficulties specified by the monitors.

Adjustments:
- Based on the feedback, changes are made to the table template
4. Act or filling instructions (e.g., data formats, explanations);
- A second updated training is carried out
for monitors in case of problems.

The transition from traditional paper logbooks to an electronic alternative demonstrates a
significant reduction in the time required to process and analyze data. However, in order to
maximize efficiency in data collection and processing, it is necessary to apply the PDCA cycle.
According to this model, once the electronic logbooks are implemented the effectiveness of the
existing template should be regularly updated. An important aspect of this process boils down
to feedback collection from students in order to reveal their suggestions and modernization
recommendations.

A comprehensive approach to analyzing and improving the attendance accounting system
based on the PDCA cycle can significantly improve performance of the academic department
and produce the overall positive impact on the associated processes.

Conclusion

Application of mapping in the process of attendance tracking made it possible to visualize
current business processes, identify bottlenecks and inefficiencies, and formulate recommen-
dations for their elimination. Optimization of the existing attendance control showed that the
implementation of lean technologies can significantly improve the overall performance. In
addition, the developed recommendations for further improvement based on the PDCA (Plan-
Do-Check-Act) cycle provide a systematic approach to process management and facilitate
regular review and adaptation to changing conditions. According to the results of the study,
implementation of lean production tools in higher education opens new horizons for the uni-
versities, improves attendance tracking and increases the overall quality of educational services.
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