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ANALYSIS OF METHODS FOR REDUCING HARMFUL EMISSIONS
FROM COAL-FIRED POWER STATIONS USING COMPUTATIONAL
MODELING TECHNIQUES
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Abstract. The coal-fired power industry is a significant source of environmental pollution.
Nowadays, thermal power plants mostly use coal as fuel. As a result, combustion produces
nitrogen oxides, leading to stricter requirements for the energy industry. This research is
devoted to heat and mass transfer processes during pulverized coal combustion with the use
of OFA technology to reduce harmful emissions. The authors developed the geometry and
partitioning of the computational domain into control volumes and generated a mathematical
model of pulverized coal flame. Based on the results of computational experiments, a graphical
interpretation of the obtained results and their verification was carried out, allowing the authors
to confirm that the introduction of OFA technology can significantly reduce the amount of
nitrogen oxides.
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AHAJIU3 CNOCOBOB CHUXEHUA BPEAHDbIX
BblIbPOCOB YIOJibHbIX T9C C NIPUMEHEHUEM
METOAOB KOMIbIOTEPHOIoO MOAE/IMPOBAHUA

3apuHa Na6urtoBa =
Ka3axcKkuit HauMOHanbHbIA YHUBEPCUTET UMeHM anb-Gapabu, KasaxctaH, AnMaThl

& gabitova.zarina@yandex.ru

AHHOTaMsA. YTOJIbHAsI HEPreTHKa IPEACTaBIsIeT COO0M 3HAYMTENIbHBIM MCTOYHUK 3arpsi3-
HEHUS OKpyXalomieil cpeabl. Ha ceromHsHuiA 1eHb, TETUIOBBIE JIEKTPOCTAHIIUU IO OOJIbIIEH
YaCTU WCTIOJIB3YIOT B Ka4eCTBE TOILIMBA YTOJIb, B PE3yJbTaTe CXKUTAaHMS KOTOPOTO 00pa3yroTcs
OKCHIHI a30Ta, YTO IMPUBOAUT K YKECTOUCHUIO TPEOOBAHWI K MPEINPUSITUSIM SHEPTCTUUCCKOM
oTtpaciu. JJaHHOe mccaeaoBaHNe TTOCBSIIEHO IIpolieccaM TEIIOMACCOIIEPeHOCa IIPU CKUTAaHUU
IBUIEYTOJIBHOTO TOILIMBA MPpU UCIONb30BaHU OFA-TexHoIornu mjisi CHUXKEHUSI BPEIHbIX BbI-
O6pocoB. B xoae uccnemoBaHusl Oblia pa3dpaboTaHa TeOMETpUs M pa30MBKa Ha KOHTPOJIbHBIC
00BEMBI pacyeTHOI 00J1acTH, ChOpMYIMpPOBaHA MaTeMaTU4eCcKash MOIE/Ib TOPEHMS TTbUICYTOJIb-
Horo ¢akena. [To pe3yabTaTaM BEIYMCINUTEIBHBIX SKCIICPUMEHTOB HAa OCHOBE TTOJIYUCHHBIX TaH-
HBIX OBLIa MpOBeneHa TpaduyuecKas MHTEPIIPETAUs MOJYIeHHBIX PE3YJIBTaTOB U UX Bepupu-
Kallysl, IOATBepKAaiolasi, YTo BHeapeHue TexHoaornu OFA 1mo3BossieT CylecTBeHHO CHU3UTD
KOJIMYECTBO 00pa3yeMbIX OKCHUIOB a30Ta.

Kmouesbie ciioBa: yroiabHasg TOC, cxuranue yrisi, OFA-TexHoa0rus1, yrojbHasi 3HepreTmka,
KOMITBIOTEpPHOE MOJEINPOBaHNE

Jng muruposanusa: ['abutoBa 3. AHAIU3 CIIOCOOOB CHYXXEHUSI BPEAHBIX BHIOPOCOB YIOJIib-
HeIX TOC ¢ mpuMeHEeHUEM METOIOB KOMITLIOTEPHOIO MojaeaupoBaHus // TexHOIKOHOMUKA.
2024. T. 3, Ne 3 (10). C. 4—14. DOI: https://doi.org/10.57809/2024.3.3.10.1

DTO CTaThsl OTKPHITOTO AOCTYIIa, pacipoctpaHsaeMas mo guieH3un CC BY-NC 4.0 (https://
creativecommons.org/licenses/by-nc/4.0/)

Introduction

Nitrogen oxides, predominantly NO and NO2, and partly N20O, produce the maximum
photochemical smog. For instance, when oxidized to higher oxides, they can provoke acid rain,
which is extremely harmful to plants and animals, buildings, and cultural and architectural
monuments. Formation of nitrogen oxides occurs during combustion due to oxidation of air
nitrogen at high temperatures and nitrogen in the fuel, which is present in complex organic coal
compounds. 10—30% of fuel nitrogen is converted into nitrogen oxide (II) NO. Leaving the
chimney stack, nitrogen dioxide (NO2) makes 10-15%, while the remaining 85-90% is mainly
NO. What is more, the amount of nitrogen dioxide increases to 60—70% as the flue stream
moves through the atmosphere (Ol'khovskii, 1996; Mcmullan, 2001; Kulikov, 2009; Messerle,
2021; Askarova et al., 2024).

A two-stage combustion method is considered most efficient in reducing the amount of ni-
trogen oxides formed directly in the combustion chamber. This method relies on dividing the
combustion chamber volume into oxidizing and reducing zones. hereby, part of the air required
for complete combustion of the fuel is supplied above the combustion zone. As a result, air
depletion results in a temperature reduction in the combustion chamber, ultimately decreasing
the thermal oxides (Wilde, 2008). Above the flame area, lower temperatures contribute to re-
duction of afterburning products of incomplete combustion (CO to CO2) and reconstruction of
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nitrogen oxide to molecular nitrogen (Askarova, 2021).

It is also important to note that the intensity of the combustion process of a coal particle is
largely determined by the rate of oxidizer supply to its surface. The air supply above the com-
bustion area can occur at high speed (depending on the number, size, and arrangement of dilu-
ent air nozzles). Thus, the vortex in the combustion chamber makes it possible to intensify the
combustion process. The research by (Dyusenova, 2005; Kuang, 2012; Huang, 2006; Liu, 2005;
Le Bris, 2007; Cremer, 2002, 2003; Valentine, 2003; Wang, 2015; Askarova, 2012) is focused on
specific features of different OFA nozzle layouts and combustion chamber designs. In order to
optimize the combustion of energy fuel and minimize harmful emissions, there is a strong need
to conduct studies of heat and mass transfer processes. Computational modelling proves to be
the most relevant and efficient method of all. Despite the entire variety of challenges associated
with computational experiments, it is possible to achieve high accuracy if an adequate physical
and mathematical model is designed.

Materials and Methods

This research employed the FLOREAN software package in association with the control
volume approach. This strategy implies that the computational domain is divided into a grid,
forming a set of finite volumes. The solutions of the basic equations (continuity, motion, ener-
gy, and components) are calculated in the centers of these volumes.

The case study is carried out on the basis of the combustion chamber of a PK-39 steam boil-
er installed at Aksu power plant, operating on Ekibastuz coal. Figure 1 shows the layout of the
boiler: a) for traditional pulverized coal combustion, b) with OFA supplementary air nozzles.
The main design features are presented in Table 1.

Fig. 1. PK-39 boiler and its layout with control volumes: a) base case, b) with OFA nozzles implemented.



Table 1. Design characteristics of PK-39 boiler with air staging (Aksu TPP)

Design characteristics Size/number

Elevation of combustor, meters 29.985
Width of combustor, meters 10.76
Depth of combustor, meters 7.762

Number of burners 12

Number of OFA noozles 6

Elevation of the of the lower burner tier, meters 7.315
Elevation of the of the higher burner tier, meters 10.115
Elevation of OFA nozzles tier, meters 15.735

Size of lower burners, meters 1.2

Size of higher burners, meters 1.05

Size of OFA noozles, meters 0.7

A system of differential equations (1-4) is employed for the description of three-dimensional
motion of a medium with variable physical properties, velocity, temperature, and concentra-
tion. The control volume method is used to derive data on balance correlation.

op 0
il . 1
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where i =1,2,3;j=1,2,3; B =1,2,3,...N.

The well-known K-¢ turbulence model is used to model turbulent viscosity. The given
model involves the equation of conservation of turbulence kinetic energy (K), its dissipation
rate (&), and a model relation for turbulent viscosity. It is a standard flow model with forced
and natural convection.

A system of differential equations (1-4) is used for three-dimensional motion of a medium
with variable physical properties, velocity, temperature, and concentration. The control volume
method is used to derive data on balance correlation. (Chikobvu, 2023).
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where i = 1,2,3;j = 1,2,3; B =1,2,3,...,N.

When considering heat transfer processes in technical reacting flows in combustion cham-
bers, heat via radiation makes the largest contribution to the total heat transfer. In the flame
zone, the contribution of radiant heat transfer makes up to 90% or more (Saparov, 1990).
Consequently, modelling heat transfer by radiation in reacting flows is one of the most impor-
tant stages in calculations of heat and mass transfer processes in real combustion chambers.
The six-flow model in Cartesian coordinates proposed by De Marco and Lockwood is used to
describe radiative heat transfer. In this model, the distribution of the radiant energy flux at the
corresponding sections is approximated via series and spherical functions.

Results and Discussion

This research considers the cases with the percentage of air supplied through the OFA nozzles
equal to 0 (base case), 10 and 20% of the total amount of secondary and tertiary air supplied to
the furnace chamber. Aerodynamic, thermal, and concentration features of staged combustion
of pulverized coal fuel were investigated on the example of the PK-39 boiler, Aksu TPP.

Comparative analysis on Figures 2-4 shows that the aerodynamic properties of pulverized
coal flame combustion differ from the base case when additional OFA nozzles are introduced.
Specifically, flame shape and velocity distribution have changed, and turbulization of flows
starts to be observed in the area of OFA nozzles.

At the furnace exit (Fig. 4), the vortex flow does not weaken significantly compared to the
base case of pulverized coal combustion. Subsequently, combustion products stay in the fur-
nace chamber longer, which results in a greater reduction of nitrogen oxide NO to molecular
nitrogen N2.

Fig. 2. Distribution of velocity vector in the central section of the furnace chamber, PK-39 boiler:
a) OFA=0%, b) OFA=20%



Fig. 3. Distribution of the velocity vector in cross-section of the furnace chamber PK-39 boiler in the area of OFA nozzles:
a) OFA=0%, b) OFA=20%

Fig. 4. Distribution of velocity vector at the furnace exit, PK-39 boiler:
a) OFA=0%, b) OFA=20%

A number of tendencies are evident from the analysis of temperature distribution in the
furnace chamber. According to Figures 5-6, we can see that the excess air ratio around burners
reduces when a part of air is supplied from above the zone of active combustion. At the same
time, the temperature increases following the growing percentage of tertiary air and, in turn,
desrease in the arca of OFA nozzles (Fig. 5). Moving towards the furnace exit, the temperature
field equalizes and the differences in the values of the average temperature for different cases
decrease. At the exit, the difference in the average values amounts to 13.6 °C (Fig. 6).

Verification of the results shows good correspondence between the obtained and experimental
data. First of all, the greatest differences are observed in the area of ignition of the pulverized
coal mixture. What is more, on the way to the furnace exit, these differences become almost
insignificant. Thus, the implemented models prove to be efficient and adequate for the research.
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Fig. 5. Temperature distribution along the height of the furnace chamber, PK-39 boiler

Fig. 6. Temperature distribution at the furnace exit (Z=29,60 m), PK-39 boiler:
a) OFA=0%; b) OFA=10%; c) OFA=20%

Fig. 7. Distribution of NO concentration over the height of the furnace chamber



Fig. 8. Distribution of NO concentration at the furnace exit, PK-39 boiler

Analysis of NO concentration and distribution (Fig. 7-8) proves that increasing the air sup-
ply via the OFA nozzles allows to significantly reduce the concentration of nitrogen oxide at the
furnace exit. It results from the fact that a bigger mass flow rate of air supplied through the OFA
nozzles leads to a decrease in NO concentration in the entire volume of the furnace chamber
(Fig. 7) and its exit (Fig. 8). This observation is confirmed by the well-known dependence of
temperature-produced NO and temperature distribution (Fig. 5-6) in the furnace chamber.

Conclusion

Computational experiments on the OFA technology show that its introduction will lead
to changes in the distribution of temperature and concentrations of carbon oxides (CO) and
(CO2), as well as nitrogen oxide (NO) in the furnace space (case-based: PK-39 boiler, Aksu
TPP). The most important outcome is the reduction of NO concentration at the furnace exit
with the OFA amounting to 20%. Overall, OFA technology is one of the most promising ways
to reduce harmful emissions (nitrogen oxide and carbon dioxide) into the atmosphere when im-
plemented in the combustion of high-ash fuels in the furnace chambers of coal-burning TPPs.
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AnHoTanus. JlaHHasl CTaTbsl IOCBSILEHA IPAKTUYECKHUM AOCTHXKEHMSIM W MCCAEIOBAHUIO
pe3yabTaTOB pabOThl AJEKTPOHHOIO MPABUTEILCTBA B CEIBCKOXO3SIMCTBEHHOM CEKTOope. DjieK-
TPOHHOE TPaBUTEJILCTBO OCHOBAaHO Ha MPUMEHEHUM LMGPOBBIX TEXHOJOTUNA IJIs YAy4YlIEeHWUS
rOCYIapCTBEHHBIX YCJIYT WM B3aMMOACHCTBUSI MEXIY 3aMHTEPECOBAaHHBIMU CTOpOHaMu. B Kaue-
CTBE MHCTPYMEHTA MOJIEPHU3ALMNYU CEJbCKOTO XO35IMCTBA OHO UTPAET PEIAIOLIYI0 POJIb B MOBbI-
IIEHUH YPOBHS XU3HM hepMepoB. B xome mccaenoBaHus ObLIM IIpOaHAIM3UPOBAHBI HEAAaBHUE
M TeKyLIe UHCTPYMEHTHI 3JIEKTPOHHOTO IPaBUTEILCTBA, IIPEAOCTABISAIONIME LTU(PPOBOMA JOCTYII
K PbIHKaM Y JAaHHBIM, PACIPOCTPAaHEHWIO aKTyaJlbHOU MHMOpMaLUU O CEJIbCKOM XO3SICTBE,
Takue kak eMkambo, Agritex Mobile, npunoxenue EcoFarmer u ap. ABTopamMu Takxe pac-
cMmatpuBaercsl 3¢ (GeKTUBHOCTh MPUMEHEHUS TEXHOJOTMU MCKYCCTBEHHOIO MHTEJUIEKTa, OJI0K-
yeilHa U MHTepHeTa Belleil ¢ MOCIeayolM BbISIBIEHUEM HanboJjiee MpoOJEeMHbBIX aCIeKTOB,
CBSI3aHHBIX ¢ UX BHeapeHueM. [lo pesynabraTaM MCCIeIOBaHUSI OBUIM OIpeneSieHBI KIIIOUeBBIC
TPaeKTOPUU Pa3BUTHS MWIOTHBIX IPOEKTOB, HAIpaBJICHHBIX Ha MPUMEHEHME IM(POBBIX TEX-
HOJIOTUI B CEJILCKOM XO3SIMCTBE — KJIIOUEBOM CEKTOpPE, 00eCHeYrBaOILIEM ITPOI0BOJbCTBEHHYIO
0e30MacHOCTh U 9KOHOMUYECKOE Pa3BUTHE rOCyAapCTBa.

KioueBbie cioBa: 2JIEKTPOHHOE ITPaBUTEIBCTBO, LMMpPOBasi TpaHCHOpMAIIUs, CEIbCKOXO-
3STIMCTBEHHAS MOJUTHKA, LI(POBasi TPaMOTHOCTh, YMHOE CEJILCKOE XO3SIMCTBO, MCKYCCTBEHHBII
MHTEJIeKT, OJiokueitH, MHTepHeT Belueit

Jas muruposanus: Yunroso K. CoBpemeHHbIe MPOOIeMbI TOCYIapCTBEHHOTO PETYINpOBa-
HUS: 2JIEKTPOHHOE TPABUTENIbCTBO U CEJIbCKOXO3SIMUCTBEHHAs MoauTrKa // TexHORKOHOMUKA.
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DTO cTaThsl OTKPHITOTO MOCTYMA, pacnpocTtpaHsemas mo sueH3nu CC BY-NC 4.0 (https://
creativecommons.org/licenses/by-nc/4.0/)

Introduction

E-government is a term used to describe how the utilization of digital technologies by gov-
ernment agencies can increase the accessibility, efficiency, and transparency of public services.
These consist of a variety of online platforms and digital gadgets that facilitate interactions
between the government and residents, simplify government processes, and improve informa-
tion transmission. E-government initiatives have become crucial in supporting farmers in the
agricultural sector through timely provision of information as well as resources and markets.
The use of information communication technologies (ICTs) has been employed in these initia-
tives to address some major problems faced by farmers, for instance market instability, climate
change and resource depletion (Bwalya, 2012; Maydanova, Ilin, 2023.).

It is increasingly accepted that digital transformation in agriculture is a powerful engine
aimed at boosting productivity, sustainability and economic growth. With digital technologies
invited, farming practices are improved via optimization of resources, rise in crop yields and
better access to markets. This revolution entails several activities such as policy setting, pro-
motion of research and development projects, financial assistance, putting up infrastructural
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facilities and many others. Governments can encourage e-Government services to bridge the
Digital Divide so that even small scale farmers benefit from IT innovation. This in turn contrib-
utes to broader objectives of food security, poverty alleviation and sustainable rural development
(Chavhunduka, 2020).

Materials and Methods

This research implements an extensive literature review, encompassing academic papers,
government reports, and industry analyses. A descriptive analysis is employed to present a clear
picture of current agricultural landscape, highlighting its reliance on information and communi-
cation technologies. The main purpose is to assess how e-government influences the agricultural
sector in three major areas:

1. Government Initiatives: What government initiatives/policies have been put into place to
support the process of digitization? Ultimately, what policy frameworks/programs have been
built over time to promote farmers’ adoption of IT tools?

2. Impact on Farmers: Assessing implications of e-government services on information dis-
semination and market accessibility for farmers to evaluate the effectiveness of the government’s
digital assets and resources on the farming methods, featuring market accessibility, and its eco-
nomic effect on farmers.

3. Case Studies: Case studies for investigating best practices of e-government in agriculture.
In this sort of reviews we aim to discuss all examples of best practices in order to define existing
challenges and promising development paths.

Results and Discussion

E-government, or electronic government, aims to apply information and communication
technology (ICT) to government activities and practices so as to improve efficiency, transpar-
ency, and citizen participation. E-government includes the following constituents:

E-Services — provision of government services via internet, such as online submission of tax
returns or applying for a license;

E-Administration — utilization of digital tools to enhance internal government processes by
means of better resource management and operational efficiency;

E-Democracy — using electronic platforms, like online consultations or voting systems, in
order to facilitate citizen engagement and participation in decision-making processes.

E-government initiatives are focused on bringing public services closer, reducing administra-
tive loads, and promoting more openness as well as accountability. In relation to agriculture,
this can enable farmers receive essential data on weather patterns, prevailing market prices, and
best practices, hence increasing their productivity levels and boosting resilience (Chikwanha,
2019).

Government interventions aimed at supporting and regulating the agricultural sector are
referred to as agricultural policies. They may involve subsidies, trade restrictions, price stabili-
zation or support schemes and research and development programs, etc. Within the context of
digitalization, there are a number of policies that stand out:

Development of Digital Infrastructure — policies aimed at connecting rural areas through
internet access and ICT infrastructure for farmers;

Subsidies and Incentives — financial provisions towards adoption of new technologies includ-
ing training programs meant to improve farmers’ digital literacy;

Research and Development — funding for research in innovative agricultural technologies
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that can be transferred digitally to farmers;

Regulatory Frameworks — setting standards and regulations for digital tools and data man-
agement in agriculture so as to ensure safety, privacy, and compatibility (Da Silveira, 2021).

These policies are important for promoting widespread adoption of e-government services
as well as digital tools within agricultural sector. Effective agricultural policies can play a role
in bridging the existing digital divide by providing smallholders with the necessary resources
required to catch up with the ongoing technological changes in this field (Kshetri, 2014).

Digital transformation in its widest definition involves the integration of digital technology in
all business and social activities that transform the nature and modes of operation and deliver
services or value to people. Some of these technologies include precision farming, IoT sensors,
drones, and block-chain. They help farmers to:

Optimize Resource Use. With precision agriculture technologies, farmers can use water,
fertilizers and pesticides more efficiently thus reducing wastage and increasing yields.

Enhance Decision-Making. It is possible for farmers to access data analytics and Al to iden-
tify crop health issues, availability of soil nutrients, market dynamics etc.

Improve Market Access. By using digital platforms farmers can link up with buyers directly,
thereby avoiding middlemen, leading to fairer prices.

Increase Resilience. Real-time information on weather patterns and pest outbreaks enables
farmers to make timely responses to emerging conditions, thus minimizing associated risks
(Revenko, 2019).

Implementation of the above mentioned technologies in agriculture promises three potential
benefits — higher production output, sustainable development and profitability. Many tradition-
al problems that were faced by farmers including lack of access to markets and inefficient use
of resources can be addressed through the employment of various digital tools.

In order to successfully address existing problems and push for a more progressive form of
agriculture, it is necessary for governments to support new agricultural initiatives that have dig-
ital elements and modernize the sector to incorporate innovative technologies for the benefit of
the farmers. In Zimbabwe, for instance, such initiatives are associated with the push to increase
yields and productivity in the agricultural sector, and making agricultural production conform
to global market requirements. Government has realized the role of digital technologies in
solving some of the pertinent problems including, poor productivity, market access and sus-
ceptibility to climate change shocks. Consequently, several policies and programs that support
the application of Digital Tools and enhancement of competitiveness have been implemented
(Shonhiwa, 2021).

For example, the National ICT Policy envisages how ICT can be used to foster socio eco-
nomic growth, the sector which includes agriculture. This policy also stresses the necessity of a
strong digital platform, technology solutions, innovations and research. Moreover, the Agricul-
tural Policy Framework also includes digital transformation into its ongoing policy that is seek-
ing to enhance agricultural and food system through precision farming, mobile applications,
and e-extension services. The above mentioned frameworks provide an institutionalized oppor-
tunity to employ Information Technology in Agriculture and make it a systematic process which
can follow over a specific program cohesively in tandem with over all development programes.

E-Agriculture is another, perhaps one of the most famous, initiatives in agriculture. Its pri-
mary goal is to equip farmers with efficient instrumental and information support to improve
their performance and extend markets. It involves development of mobile applications that
provide information on weather, markets, and standards on the go. Another exemplary pro-
gram includes the Smart Agriculture that aims to utilize IoT sensors for resource management
resulting in increased crop productivity (Stoces, 2016). These are typically jointly realized with
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international organizations, as well as with private business.

To a greater extent, all these government trends are aimed at increasing efficiency in the
agricultural sector, gaining market access, and sustainable outcome. Coordination of ICT for
farming, through incorporating ICT tools into the farming processes is seen by the government
as a means of improving yields and cutting input costs, making the business more commercially
viable. Market access improvement is another essential outcome, which implies these measures
to link farmers’ production directly to consumers with fewer intermediaries promoting better
pricing. In addition, it also supports sustainable practices that reduce the use and degradation
of natural resources for agriculture to support food production adaptation to climate change.

When comprehensively implemented, these measures can contribute to a number of benefits
for farmers that are hard to underestimate, such as access to information, market access and
economic boost.

1. Access to Information

Considering e-services, the access to important information by farmers is enhanced substan-
tially: weather conditions, prices for crops, as well as production recommendations. Available
government websites and smart applications enhance the timeliness of communicated informa-
tion and weather changes that farmers need in order to make adequate decisions about planting
or harvesting their crops. Further on, the market price information helps farmers to sell their
produce in a market of their choice at the right time in order to get the fair price for their
products. These e-government platforms also provide farmers with educational information and
even suggest best practices to incorporate more advanced farming techniques and enhance their
yields.

2. Market Access

Online markets make it easier for farmers to get to market because sourcing marketing inputs
is done directly with the buyers without intermediaries. Some e-government initiatives present
online markets where farmers can offer their produce with related prices for direct agreement
with the buyers. It unambiguously benefits farmers by offering better prices and, at the same
time, expands their market access beyond immediate regional context. In addition, another
advantage of internet-based markets is that they bring efficiency to supply systems by offering
logistical aid and monitoring the flow of goods in order to minimize losses (Mashingaidze,
2020).

3. Economic benefits

The positive economic impacts of e-government services include income ethnicity and ena-
ble the farmers to get relevant information on the weather and market trends in order to prevent
loses in the event of farmers producing crops which are prone to be destroyed by bad weather
conditions. Also, digital tools can make efficient use of resources by extending the effective
utilization of water, fertilizers, and pesticides. Combined with general market access and direct
bargaining with buyers, these tools support the economic viability and expansion of agriculture
as a key industry (Sylvester, 2019).

However, several challenges are experienced by the farmers to avail the e-government servic-
es even if they have lots of advantages. For instance, digital literacy is still a major modern issue
because not all farmers and especially the older generation are knowledgeable when it comes
to using digital devices. Another challenge is the infrastructure aspects that limit participation,
including lack of reliable Internet connection in rural areas. What is more, accessing the nec-
essary digital devices and using data services to power smart solutions can be very expensive
to the smallholder farmers. In order to overcome these challenges, it is necessary to undertake
specific action which might include conducting computer training and investments in ICT in
the rural regions (Wolfert, 2017).
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In order to support the idea of ICT being highly beneficial for farmers, it is important to
showcase several platforms successfully employed in agriculture.

Case Study 1: Project A - eMkambo

EMkambo is an e-government project in Zimbabwe trending to offer a virtual platform for
farmers to obtain relevant market news and engage in the sale of farming produce. The project
intends to provide farmers with opportunities to get closer to the markets and gain an under-
standing of market prices, as well as streamline and optimize sales (Agricultural solutions; Food
and Agriculture Organization of the United Nations. Digital Agriculture: Supporting Digital
Transformation in Agriculture).

The eMkambo platform was created by the Ministry of Agriculture and Information Com-
munication Technology, together with the technology stakeholders in Zimbabwe and innova-
tion counterparts from other countries. It encompasses the establishment of a mobile applica-
tion where farmers can register and list their products; and a web-based portal which will enable
them to compare the current market price with those set by major supermarkets and buyers.
Educational meetings were organized to make farmers familiar with the use of platform, and
rural information centers were established to address the existing issues.

As a result, farmers can now get the latest information on the market and obtain higher
income, since they can now bargain for better prices and also cut out several intermediaries.
What is more, it has improved market transparency and competition in the agricultural market
(Ministry of Agriculture. EMkambo: Transforming Market Access for Farmers).

Case Study 2: Project B - Agritex Mobile

Another practice developed to support the overall mission is Agritex Mobile which focus-
es on availing extension service through the use of mobile phones. In this project, the Short
Message Service, SMSs and Mobile applications are used to convey timely advice on farming,
weather and pests to farmers.

Administered by the Ministry of Lands, Agriculture, Water, Climate, and Rural Resettle-
ment, Agritex Mobile encompassed the creation of a tool that alerts subscribers through SMS
and avails Agritex information. It also took an evolutionary approach that began with the imple-
mentation of pilot projects across a few districts. Introductory training programs and workshops
were carried out to familiarize farmers with the technology available.

The Agritex Mobile has enhanced extension services to enable reaching out with improved
impacts in Zimbabwe. Farmers are now able to get the permit advice and alarms, hence act
on time on the current conditions and other threats such as pests and diseases. The project
has been viewed as helpful in enhancing the productivity of yields, as well as a reducing losses
potentially brought by unfavorable climate conditions and pest attacks. Furthermore, due to the
readily available professional advice, farmers have been able to improve their farming practices
and enhance their yields (Ministry of ICT. Postal and Courier Services. E-Agriculture Initia-
tive).

Case Study 3: Project C - EcoFarmer

EcoFarmer is a new online market that was created by the Econet Wireless Company in
partnership with the Zimbabwean government. The alarm clock informs the farmers about the
prevailing weather conditions and farming advice. This service also provides a sales platform to
access and sell agricultural products.

EcoFarmer was delivered through a mobile application interface. The project entailed pro-
vision of SIM cards with services already installed by NGOs and other related organizations
that provided services through promotional campaigns and partnerships with farmers and com-
panies. The platform also has micro-insurance products, which can be used as a safety net in
compensating farmers for losses caused by adverse weather conditions.
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EcoFarmer has made a big difference for the agricultural industry within shorter time span
by bringing detail information and services handy for the farmers. The weather patterns and
advice on farming have also helped farmers arrange themselves in a better way and have higher
management performance. The virtual marketplace has enabled easy access to quality inputs
and the increased number of market outlets for their produce. In addition, the micro-insurance
service offered by the Ministry, has provided a backup for the farmers by affording them an
assurance of minimizing risks encountered in farming through an insurance (Government of
Zimbabwe. National ICT Policy).

However, there is still a collection of challenges for farmers to deal with. Primarily, they
include infrastructure issues, lack of digital literacy and sustainability, policy and regulation
barriers.

Infrastructure Issues

Prominent and recurrent factors hindering effective implementation of e-government strat-
egies in the agricultural sector relate to infrastructure. It is worth mentioning that many areas
in Zimbabwe, especially in rural zones, still have a poor internet connection that is required
to use different digital resources. It is compounded by a scarcity of electricity, meaning farm-
ers cannot charge their devices or engage in internet-supported activities consistently. What is
more, considering the capital-intensity of digital devices, and accessibility to data services by
the smallholder farmers, they end up locked out from cooperation with e-government. Such
infrastructure deficiencies impede digital transformation and prevent its whole-scale application
in agriculture (Smart Agriculture in Zimbabwe).

Digital Literacy

Accessibility to digital resources is one of the main difficulties to tackle, especially when it
comes to farmers. Up to this day, farming is still being dominated by the elder generations who
are not digitally literate enough to properly employ digital enablers in managing their ventures.
This defamed literacy results in their inability to access and fully utilize e-government services
(World Bank. ICT in Agriculture: Connecting Smallholder Farmers to Knowledge, Networks,
and Institutions). In some cases, training programs are needed to overcome this gap. Although,
such training is time-consuming and costly, therefore may not reach everyone. In addition,
there are still problems of complexity in some digital platforms which hinders the farmers from
utilizing the available services (OECD. Digital Opportunities for Better Agricultural Policies).

Policy and Regulatory Barriers

Policy and regulation is yet another factor that is a major concern in adoption of e-govern-
ment solutions in agriculture, since they present a number of barriers that need to be overcome.
In the past, it was also possible to explain constrained use of new technologies by outdated or
restrictive policies (Ministry of Lands, Agriculture, Water, Climate and Rural Resettlement.
Agricultural Policy Framework). For instance, intricately restricted laws on the stewardship of
data and data security may hinder the implementation of e-markets that utilize data collected
on agricultural products and markets. Furthermore, there appears to be no definite norms or
best practices when it comes to digital agriculture; this leads to incongruity and slows down the
manifestation of novel tools as well as solutions. The issue of policies and reforms in advanced
technology must undergo significant change in order for the digital transformation to be carried
out effectively.

Sustainability and Scalability

Most of the e-projects are first supported by extraneous patrons or through government
subsidies, but sustaining most of them ends up in demanding a recurrent funding and support
system. Furthermore, there are usually problems in reproducing pilot practices at a national
level and such scaling comes with much effort and costs. Factors that come into play include
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procuring perfect hardware and software with constant training, and installing projects that re-
flect different regional conditions for sustainability and growth of e-government.

Conclusion

The future of e-government and digital transformation in agricultural forms the new trends
effecting the agricultural outlook. An emerging trend is the use of enhanced technologies like
artificial intelligence (Al), and machine learning (ML) to develop predictive models that would
act as an advisory tool for farmers. It is usually able to pull data from different sources on
the health of crops, the right time and manner of planting, as well as resource management.
Another trend is block-chain technology, which contributes to increased transparency and ac-
countability of farmers and suppliers during the distribution of products, excluding fraud and
guaranteeing fair compensation for intermediaries. Moreover, the rise in demand for mobile
and IoT devices promotes smart farming applications that can be used to track and control
growth of crops, moisture content in the soil, and meteorological changes.

In order to enhance the effectiveness of e-government initiatives, policymakers should focus
on several key areas.

Fig. 1. Efficiency-centered recommendations for policy makers

1. Infrastructure Development — ensure that funding is directed towards strong digital net-
works such as the Internet; ensure cheap and reliable power source in rural areas;

2. Digital Literacy Programs — extend digital literacy initiatives to help farmers improve their
understanding of digital technologies and platforms;

3. Supportive Policies and Regulations — employment of best practices and implementation
of polices that will encourage the use of technologies in agriculture; protecting data;

4. Public-Private Partnerships — persuade multi-stakeholder engagement mechanisms that
include the government, private and external entities to boost their competence, funding, and
technologies for e-government advancement.

Farmers can adopt several strategies to better leverage e-government services:

Fig. 2. Efficiency-centered recommendations for farmers
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1. Engage in Digital Literacy Training — make sure that employees attend training sessions
that would help them become more comfortable with smartphone applications and websites
overall;

2. Utilize Available Resources — utilize the social media and other applications offered by
the government and other organizations in order get the required information about the market,
weather etc.; seek expert’s advice on agriculture;

3. Adopt Smart Farming Practices — integrate IoT devices and smart farming solutions to
better operate, monitor and manage farms so that productivity enhanced and associated costs
cut down.

4. Network with Other Farmers — access the social digital farmer platforms, forums and
other relevant online groups for experience and best practice sharing.

Despite significant progress, there are still several gaps in the current research that also need
to be addressed.

Fig. 3. Research prospects associated with e-government strategies in agriculture

1. Impact Assessment — further research has to evaluate the long-run effects of the adopted
e-government strategies on the agriculture performance and farmers’ living standards;

2. Technology Adoption Barriers — more literature review is needed to unveil the factors that
hinder the farmer to embrace technologies, especially the small scale farmers;

3. Scalability of Pilot Projects — find out the external and internal stimulants and constrains
of scalability and sustainability of connected pilot projects in order to transfer them on a na-
tional level;

4. Integration of Emerging Technologies — examine the possibility of incorporating emerging
technologies that include artificial intelligence, block chain, and IoT into the existing e-govern-
ment environment to maximize benefits.

All in all, e-government is one of the revolutionary tools that, if efficiently implemented, can
bring a shift in the agricultural sector towards high productivity in a short time. The availability
of real time information, direct market link and timely extension services enable farmers to
make better decisions, enhance production per unit of land, and ultimately raise their income.
However, in order to achieve these benefits, there is a need for further investment in digital
resources, effective and intensive approach in promoting digital literacy, and development of
policies that support investment in ICT projects that are easy to implement. The relevant chal-
lenges that still remain require multi-stakeholder approach involving government and other
policymakers, private companies, and global institutions to shed adequate light on the existing
problems and support the favorable environment for digital transformation in the agriculture
sector to take place. The use of e-government initiatives has the potential of improving the lives
of farmers, as well as ensuring food security and economic growth in the agricultural sector.
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AnHoTamua. /laHHOe MCCliefoBaHMe ITOCBSIIEHO 0030PpY COBPEMEHHBIX MHCTPYMEHTOB YIIPaB-
JIEHUSI 3HEProcoepekeHUEeM PO3HMYHBIX TOUEK MPOAAX CETEBbIX TOPrOBBIX KOMIIAHUIA, 00ecIe-
YHBAIOIIUX HEMOCPEACTBEHHYIO O(IaliH-Mpoaaxy MPOAYKIUU. AKTYaJIbHOCTb TEMbl UCCIEIO0-
BaHUs ompeneieHa nudpoBusanmeil pureitna, pazsurtneM ESG- M 3KOJIOTMYHOTO M MOIXOIOB
K YIIpaBJIeHUIO TIpeANpUsITUIMU. B mpoliecce rccnenoBaHus aBTopamMu Oblia orpeneieHa pojb
DHEPreTUYECKOro0 MOHUTOPUHIA B 00J1aCTU YIIpaBjieHUsI SHEPronoTpedieH s U dHeprocoepexe-
HUeM B puteiiie. OnpeaeieHbl U 0XapaKTepU30BaHbl OCHOBHBIE HAIIPABJICHUSI SHEPreTUYECKOTO
MOHUTOPUHTA PO3HUYHBIX TOUEK Mpoaax puteitia. MaeHTuduurposaHsl 1 NpoaHAIU3UPOBAHbI
HauboJjiee pPacIpOCTpaHEHHbIE B COBPEMEHHOM PHUTEIJIe-phIHKE MHCTPYMEHThI MOHUTOPUHTA.
OrnpenesieHbl KJIIOYHBIE HETOCTATKM MX TPUMEHEHMS, TIPEIJIOKEHO MX CUCTEMHOE pellleHUeE.

KioueBbie ciioBa: TOrucTrKa, udpoBas TpaHchopMalys, IUGPOBOil ABOMHUK, apXUTEKTY-
pa MHGOPMALIMOHHBIX CUCTEM, MOJEIMPOBAHUE

Ias muruposanus: BacunseB B., BopoHoBa O. YnpasneHue aHeprocoepekeHMEM CETEBBIX
TOPrOBEIX KOMITAHUI: COBpeMEHHBIC IIPOOIeMBl U MyTH pemneHusa // Texaoskonommka. 2024.
T. 3, Ne 3 (10). C. 27—35. DOI: https://doi.org/10.57809/2024.3.3.10.3

DTO cTaThsl OTKPHITOTO MOCTYIA, pacrpocTtpaHsemas 1o juieH3nu CC BY-NC 4.0 (https://
creativecommons.org/licenses/by-nc/4.0/)

Introduction

With the development of retail, the spread of environmental agendas, and the popularization
of ESG policies, the functional area of energy-saving management is becoming more and more
important for chain retailers. Society and environment oriented approaches to energy consump-
tion are currently becoming highly relevant. In this regard, the research proposes a review of
modern energy monitoring tools in retail (providing the functioning of the digital twin of the
retail point of sale) in order to identify and solve the main functional and economic problems
of their application.

Materials and Methods

This research is carried out on the grounds of existing research on the topic and author's
conclusions on energy saving management perspectives. Theoretical basis for the research is
shaped by the international standards on energy and environmental management, as well as
studies on digitalization and automation (Kapustina et al., 2019; Barykin et al., 2021; Vorono-
va, 2024; 2019; Krymov, 2016). Another important facet under consideration is development
of green and ESG policies in retail (Bakharev, 2020; Kalinina, 2019; Niyazbekova, 2022).
The methodology of this paper includes a system of theoretical (analysis, synthesis, classifica-
tion, deduction, and induction) and practical (description) research. Application of the above
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mentioned methods allows assessing the theoretical framework and business practice related
to energy monitoring in retail. In its turn, the descriptive method ensured the presentation of
intermediate and final results of the research.

Results and Discussion

According to the international standard ISO 50001:2018 for energy management systems,
energy management rests on the “Energy Performance Based Approach”. It implies that energy
consumption and management technologies should be based on energy consumption indicators
(GOST R ISO). In this case, ISO 14001:2015 states that environmental management systems
are obligatory requirements. The application of a systematic approach to energy-saving manage-
ment as part of environmental management will allow the company to achieve positive dynam-
ics of financial and operational performance as a result of the implementation of environmen-
tally significant solutions (Karakece, 2021; Sizova, 2021). Traditionally, the following directions
of energy resource use and energy consumption monitoring are distinguished in retail (Table 1).

Table 1. Characteristics of energy monitoring in retail out-
lets, FMCG-retail (designed by the authors)

Direction of
Power supply
energy use .
- - - - Central heating | Water supply
Refrigeration C Air- Electric
Feature . Lighting e .
equipment conditioning heating
s Cooling chests;
Facilities . L .
Refrigerated Industrial air | Autonomous . Sanitary
to be . . . . . Central heating .
displays; Lighting units | conditioning heating from . equipment;
managed and . . . . . equipment ..
. Refrigeration units electric boilers piping
monitored .
units
Temperature
Facility controllers;
. . . Temperature Temperature Water head
management Lighting Switches Switches
controllers controllers controllers
tools controllers
(relays)
Temperature
o Sensors Temperature
Built-in . p Water
- Opening sensors Sensors; Heat meters;
monitoring (relay); - a Emergenc Alarms meters;
tools ) gency Alarms
Emergency alarms
alarms
. Network cards;
Additional N Pressure sensors;
.. Smart energy utilization spots;
monitoring . Leak sensors;
Multi-channel energy meters;
tools . Temperature sensors
Universal energy meters
Electricit .. Heat
.. .y Electricity .
.. Electricity consumption; . consumption;
Electricity . Lo consumption; L
. consumption; Maintained L Maintained Water
consumption; . Maintained .
o L Operating temperature; temperature; consumption;
Monitoring Maintained . temperature; . .
. mode; Operating . Operating Operation
indicators temperature; . Operating .
. Operation mode; mode; failure (leaks)
Operating mode; . . mode; .
. . failure Operation . Operating
Operation failure . Operation .
failure . failure
failure
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According to the table, energy consumption in retail outlets includes a system of tools for
monitoring the indicators and mode of operation of engineering equipment (Hasan, 2021; Stri-
elkowski, 2021). Against the background of digitalization of retail, the modern market of IT
solutions in management and monitoring of equipment in retail outlets provides business with
the possibility of obtaining a unified information system to manage their operational processes
and collecting data via the formation of a digital twin (Liu, 2022; Kappertz, 2023). Figure 1
depicts the essence of the digital twin.

Digital twin of a retail outlet

Digital planogram

and floor plan Sales forecast Energy monitoring

Heatmaps and
customer flow
forecasting

Queue monitoring
and forecasting

Staff monitoring and
planning

Fig. 1. Digital twin of a retail outlet (developed by the authors)

As already mentioned, the source of data for the digital twin is infrastructure tools, which are
part of the engineering complex of retail facilities, as well as retailers' databases. Based on this,
the digital twin tools can be generalized as a set of the following three innovative technologies
(Fig. 2).

IT solutions technologies in data monitoring and management of retail activities

Internet of Things
(ToT) Computer Vision Big Data
—RFiD — Mobile cameras — Process methodology
— Bluetooth — Overhead cameras — Sales report

— Pressure Sensor — . e

Fig. 1. Typization of modern IT technologies formation and provision of a digital twin

The most common tools for monitoring the activities of retail outlets in chain trading com-
panies include the following:

Sensors. At present days factory sensors and equipment alarms are used in electrical equip-
ment.Vender sensors with the ability to transmit data to a single server (“smart sensors™), in-
stalled on individual equipment, areas of the sales floor, or electrical panels. At the same time,
in conditions of disparate technological levels of equipment used in retail outlets, network cards

30



4 -

based on IoT technology are being actively implemented.

Application of these tools in combination with modern software provides:

1. Regular monitoring of energy consumption indicators of all retail point-of-sale equip-
ment, including those that do not have built-in sensors and meters.

2. Management (including zonal) of equipment and its automation.

3. Visualization of energy consumption data.

4. Automation of energy savings at the retail outlet.

However, in the conditions of mass introduction of such technologies, retail will need a large
funds. It is likely to turn out as an uneasy mission due to increasing IT support costs, price
index, and dynamic purchase flow.

Cameras. Today, photo and video cameras for retail outlets can have different locations
(ceiling cameras, wall cameras, and mobile cameras) depending on the purpose of use and
layout solutions. A heat map of the retail outlet can be generated by integrating the camera
data collection server with specialized software equipped with computer vision technology and
possessing data on the layout.

Heat maps are a tool for visualization (presentation tool) of data on the intensity of customer
flows obtained as a result of computer vision technology application. Technically, the heat map
is shaped as a result of the identification of buyers and tracking their movement in accordance
with the algorithm processing from cameras by specialized software. In addition, computer
vision technology accumulates such statistical information as the number of visitors during the
day, their average turnover per hour, as well as peak hours.

From a traditional point of view, heat map technology can be used as a tool for evaluating
the effectiveness of merchandising, since it contributes to the key indicators of a given opera-
tional area of a retailer, including:

— Main routes of shoppers.

— Demand for specific goods.

— Efficiency of promotion campaigns.

— Ergonomics of the planogram.

At the same time, it is important to note that a number of the obtained data in conjunction
with the register of retail equipment can be applied by retailers in order to find sources of in-
creasing energy-saving indicators.

FElectronic Shelf Labeling. These are e-ink screens equipped with RFID tags, which allow
to automatically update the prices of products presented at the retail outlet according to the
planogram by synchronizing the price data from the central server. Based on the description,
the following key functions of Electronic Shelf Labeling are evident:

Automation of the price update.

Formation of a digital planogram of the retail outlet.

Thereby, introduction of this tool enables retailers to acquire an instrument for managing
and monitoring the display of goods in real time in the digital planogram (Osheyor Gidiagba,
2023; Madsen, 2003). It is also important to note the strategic role of this tool for retail com-
panies because the effectiveness of offline sales management depends on the fulfillment of its
principles.

Conclusion

Overall, in order to effectively manage energy in chain retail companies, IT tools for mon-
itoring energy consumption indicators should be used only with an integrated approach in as-
sociation with the technologies of heat maps and Electronic Shelf Labeling. This approach will
allow making informed management decisions based on the dynamics of energy consumption
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indicators, taking into account the data of planograms and the intensity of customer flows in

dynamics.

In order to form an effective integrated solution of energy-saving management, the authors
suggest structuring the main elements of optimization in energy consumption (Table 2).

Table 2. Elements of optimization of energy consumption management

(designed by the authors)

Evaluation of
merchandising
effectiveness;
Targeted
advertising
placement

in the store;

Defining key

points of the
customer's routes

Direction of energy use Monitoring
.. Remote control
Digital planogram Heat map module of power module
Feature consumption
Implementation tool Electronic Cameras Sensors, Network cards
p shelf labels network cards
Technology. behind IoT Computer vision IoT IoT
IT solutions
Price
management; Analyzing traffic
Planogram . e
. intensity;
management; .
Tracking demand
Assessment ) L
of intensity for products; Monitoring energy
Detecting flaws utilization rates; Automation
of customer in design and/ Automation of of engineerin,
Objectives of IT solutions interaction with gn an . & &
: or organization data collection equipment
products; . .
of merchandise on equipment management

operation

Results of using
IT solutions

Digital planogram
of the outlet

Data on customer
traffic intensity

Energy
consumption
indicators

Function of
remote (including
zone) control
of equipment

Business process

Energy management in retail outlet

REFERENCES

Bakharev V., Kapustina 1., Mityashin G. 2020. Green retailing: an analysis of strategies. Si-
berian Journal of Life Sciences and Agriculture 12 (5), 79-96. doi: 10.12731/2658-6649-2020-

12-5-79-96

Barykin S., Kapustina I., Sergeev S. 2021. Developing the physical distribution digital twin
model within the trade network. Academy of Strategic Management Journal 20 (2), 1-18.
Giyosidinov B., Fedorchuk V., Voronova O. 2023. Digital transformation of trade: trends,
stages and factors of digitalization at the sectoral level. Technoeconomics 2, 4 (7), 38—45. DOI:
https://doi.org/10.57809/2023.2.4.7 .4
Hasan M. 2022. A new smart approach of an efficient energy consumption management by
using a machine-learning technique. Indonesian Journal of Electrical Engineering and Com-
puter Science 25 (1), 68-78. doi:10.11591/ijeecs.v25.i1.pp68-78
Kalinina O., Kapustina 1., Buniak V., Golubnichaya G. 2018. Economic features of invest-
ment nature of energy-saving projects in Russia. SPbWOSCE 110, 02089. doi:10.1051/e3s-

conf/201911002089

Kappertz L. 2023. Towards modelling of energy storages for use in an intelligent energy
management system. Proceedings in Applied Mathematics and Mechanics 22 (1). doi:10.1002/

32



4 -

pamm.202200257

Kapustina 1., Pereverzeva T., Stepanova T., Rusu I. 2019. Convergence of institutes of retail
traditional and digital economy. IOP Conference Series: Materials Science and Engineering
497, 012120. doi:10.1088/1757-899X/497/1/012120

Karakece E. 2021. The Core of Business: Is It Energy Management or Management Energy?
Contributions to Management Science, 243-255. doi:10.1007/978-3-030-76783-9 18

Krymov S., Kapustina I. 2016. Review of modern tools and methods of merchandising of a
trade enterprise. Practical marketing 12 (1), 76-83.

Liu Li. N. 2022. Distributed Optimal Energy Management for Integrated Energy Systems.
IEEE Transactions on Industrial Informatics 18 (10), 6569-6580. doi:10.1109/tii.2022.3146165

Liu Yu., Yang Zh., Wu X. 2022. An Adaptive Energy Management Strategy of Stationary
Hybrid Energy Storage System. IEEE Transactions on Transportation Electrification 8 (2),
2261-2272. doi:10.1109/tte.2022.3150149

Madsen Ja. J. 2003. Start saving energy: No reservations about energy management. Build-
ings 97 (3), 32.

Niyazbekova Sh., Barykin S., Sergeev S. 2022. Sustainable Energy Efficient Human-Cen-
tered Digital Solutions for ESG Megacities Development. Frontiers in Energy Research 10,
938768. doi:10.3389/fenrg.2022.938768

Osheyor Gidiagba J., Leonard J. 2023. Sustainability in energy maintenance: a global re-
view of policies and technologies for sustainable energy infrastructure management. Economic
Growth and Environment Sustainability 2 (2), 117-121. doi:10.26480/egnes.02.2023.117.121

Ruiz D. 2023. Predictive Energy Management in Internet of Things: Optimization of Smart
Buildings for Energy Efficiency. Journal of Intelligent Systems and Internet of Things 10 (2.),
08-17. doi:10.54216/jisiot.100201

Sizova E., Zhutaeva E., Volokitina O., Eremin V. 2021. Management of innovations in the
field of energy-efficient technologies. Advances in Intelligent Systems and Computing 1258,
521-531. doi:10.1007/978-3-030-57450-5_45

Strielkowski W., Firsova I., Lukashenko I. 2021. Effective management of energy con-
sumption during the COVID-19 pandemic: The role of ICT solutions. Energies 14 (4), 47-59.
doi:10.3390/en14040893

Voronova O., Khareva V. 2019. Network retail FMCG-segment in the Russian Federa-
tion: current state and problems of development. International scientific journal 2, 7-16. doi:
10.34286,/1995-4638-2019-65-2-7-16

Voronova O., Vasiliev V. 2024. Automation of retail outlets of network trading companies
based on the development of an architectural model of IT services for offline sales management.
Innovations and Information Technologies in the Conditions of Digitalization of Economy,
400-402.

GOST R ISO 50001-2023 Energy management systems. Requirements and guidelines for
application. URL: https://docs.cntd.ru/document/1200195836 (accessed 23.08.2024).

GOST R ISO 14001-2016 Environmental management systems. Requirements and guide-
lines for application. URL: https://docs.cntd.ru/document/1200134681 (accessed 23.08.2024).

CNMUCOK UCTOYHUKOB

baxapes B., Kanyctuna U., Mutsammn I'. 2020. Dxonoruzanusi po3HUYHON TOPrOBJIN: aHAIU3
crpareruii. Siberian Journal of Life Sciences and Agriculture 12 (5), 79-96. doi: 10.12731/2658-
6649-2020-12-5-79-96

Barykin S., Kapustina 1., Sergeev S. 2021. Developing the physical distribution digital twin
model within the trade network. Academy of Strategic Management Journal 20 (2), 1-18.

Giyosidinov B., Fedorchuk V., Voronova O. 2023. Digital transformation of trade: trends,
stages and factors of digitalization at the sectoral level. Technoeconomics 2, 4 (7), 38—45. DOL:
https://doi.org/10.57809/2023.2.4.7.4

Hasan M. 2022. A new smart approach of an efficient energy consumption management by
using a machine-learning technique. Indonesian Journal of Electrical Engineering and Com-
puter Science 25 (1), 68-78. doi:10.11591/ijeecs.v25.il.pp68-78

Kalinina O., Kapustina 1., Buniak V., Golubnichaya G. 2018. Economic features of invest-

33



: -

ment nature of energy-saving projects in Russia. SPbWOSCE 110, 02089. doi:10.1051/e3s-
conf/201911002089

Kappertz L. 2023. Towards modelling of energy storages for use in an intelligent energy
management system. Proceedings in Applied Mathematics and Mechanics 22 (1). doi:10.1002/
pamm.202200257

Kapustina 1., Pereverzeva T., Stepanova T., Rusu I. 2019. Convergence of institutes of retail
traditional and digital economy. IOP Conference Series: Materials Science and Engineering
497, 012120. doi:10.1088/1757-899X/497/1/012120

Karakece E. 2021. The Core of Business: Is It Energy Management or Management Energy?
Contributions to Management Science, 243-255. doi:10.1007/978-3-030-76783-9 18

Kpeivos C., Kamyctmma M. 2016. O0630p COBpEMEHHBIX MHCTPYMEHTOB U METOIOB
MepuaHAal3uHra TOproBoro npeanpustus. [pakruyeckuit MapkeTunr 12 (1), 76-83.

Liu Li. N. 2022. Distributed Optimal Energy Management for Integrated Energy Systems.
IEEE Transactions on Industrial Informatics 18 (10), 6569-6580. doi:10.1109/tii.2022.3146165

Liu Yu., Yang Zh., Wu X. 2022. An Adaptive Energy Management Strategy of Stationary
Hybrid Energy Storage System. IEEE Transactions on Transportation Electrification 8 (2),
2261-2272. doi:10.1109/tte.2022.3150149

Madsen Ja. J. 2003. Start saving energy: No reservations about energy management. Build-
ings 97 (3), 32.

Niyazbekova Sh., Barykin S., Sergeev S. 2022. Sustainable Energy Efficient Human-Cen-
tered Digital Solutions for ESG Megacities Development. Frontiers in Energy Research 10,
938768. doi:10.3389/fenrg.2022.938768

Osheyor Gidiagba J., Leonard J. 2023. Sustainability in energy maintenance: a global re-
view of policies and technologies for sustainable energy infrastructure management. Economic
Growth and Environment Sustainability 2 (2), 117-121. doi:10.26480/egnes.02.2023.117.121

Ruiz D. 2023. Predictive Energy Management in Internet of Things: Optimization of Smart
Buildings for Energy Efficiency. Journal of Intelligent Systems and Internet of Things 10 (2.),
08-17. doi:10.54216/jisiot.100201

Sizova E., Zhutaeva E., Volokitina O., Eremin V. 2021. Management of innovations in the
field of energy-efficient technologies. Advances in Intelligent Systems and Computing 1258,
521-531. doi:10.1007/978-3-030-57450-5_45

Strielkowski W., Firsova I., Lukashenko I. 2021. Effective management of energy con-
sumption during the COVID-19 pandemic: The role of ICT solutions. Energies 14 (4), 47-59.
doi:10.3390/en14040893

Boponosa O., Xapesa B. 2019. Cereoii puteitn FMCG-cermenTa B Poccuiickoit @enepanyu:
COBPEMEHHOE COCTOSIHME 1 TIPoOJIeMbl pa3BUTHS. MeXXIyHapOIHBIN HayIHBIN XypHai 2, 7-16.
doi: 10.34286,/1995-4638-2019-65-2-7-16

Boponoa O., Bacuabes B. 2024. ABromaTu3aiysi pO3HUYHBIX TOYEK MPOMAXK CETEBBIX
TOPrOBbIX KOMIIAHMI Ha OCHOBE pa3pabOTKu apxuTekTypHoit wmoaenau WMT-cepBucoB
yrpasieHusT odaitH-Tiponaxkxamu. MHHoBaMy 1 MHGOOPMAIIMOHHBIE TEXHOJIOTUM B YCIIOBUSIX
nudpoBuzauun 3koHoMuku, 400-402.

I'OCT P MCO 50001-2023 CucrtemMbl 3HEpPreTMYECKOro MeHemxmeHTa. TpeboBaHus u
pykoBoacTBo 1o mpumeHeHmio. URL: https://docs.cntd.ru/document/1200195836 (accessed
23.08.2024).

F'OCT P MCO 14001-2016 Cucrembl 3KOJOTMYECKOTO MEHEIXKMeHTa. TpeOoBaHMS M
pykoBoacTBo Tmo mpumeHeHmio. URL: https://docs.cntd.ru/document/1200134681 (accessed
23.08.2024).

34



INFORMATION ABOUT AUTHORS / UH®OPMALIUA OB ABTOPAX

VASILYEYV Vladimir N. — trainee manager.

E-mail: vladimirvasiliev@yandex.ru

BACWJIBEB Baamumup HukosaeBua — MeHemkep-cTaxkep.
E-mail: vladimirvasiliev@yandex.ru

ORCID: https://orcid.org/0009-0009-0969-4911

YORONOVA Olga V. — Associate Professor, Candidate of Economic Sciences.
E-mail: ilina.olga@list.ru

BOPOHOBA Oubra BraguvupoBHa — JOIICHT, K.3.H.

E-mail: ilina.olga@list.ru

ORCID: https://orcid.org/0000-0003-1032-7173

Cmamoes nocmynuaa 6 pedaxyuro 02.09.2024; odobpena nocae peuernsuposarus 006.09.2024;
npunama k nyoauxauuu 10.09.2024.

The article was submitted 02.09.2024; approved after reviewing 06.09.2024; accepted for publica-
tion 10.09.2024.

35


https://orcid.org/0009-0009-0969-4911

Technoeconomics. 2024, Vol. 3, No. 3 (10). Pp. 36—47.
4 TexHoakoHOMUKa. 2024, Tom 3, N2 3 (10). C. 36-47.

Scientific article
UDC 330.47
DOI: https://doi.org/10.57809/2024.3.3.10.4

PROJECT MANAGEMENT TECHNOLOGIES IN B2C AND B2G

Semen Medvedev =
Peter the Great St. Petersburg Polytechnic University, St. Petersburg, Russia
B oyabun190@gmail.com

Abstract. At present day project methodologies are used to arrange and systematize business
processes based on project management. In addition to being used in the B2B segment, they
can also be employed in other business areas. This article examines the fundamental differences
between these segments compared to B2B as well as identifies the problems that can be solved
using specific elements of project management methodologies. Based on theoretical aspects
of project management and fundamental differences between B2C and B2G business sectors,
this research aims to provide possible solutions for IT market. In accordance with the obtained
results, the authors suggest a range of project methodology-based solutions for each of the
prospective challenges.

Keywords: B2C, B2G, project management, agile, project technologies

Citation: Medvedev S. Project management technologies in B2C and B2G. Technoeconomics.
2024. 3. 3 (10). 36—47. DOI: https://doi.org/10.57809/2024.3.3.10.4

This is an open access article under the CC BY-NC 4.0 license (https://creativecommons.
org/licenses/by-nc/4.0/)

© Semen Medvedeyv, 2024. Published by Peter the Great St. Petersburg Polytechnic University


https://doi.org/10.57809/2024.3.3.10.4
https://doi.org/10.57809/2024.3.3.10.4

\

>
I

Hay4dHasa ctaTbs
YOK 330.47
DOI: https://doi.org/10.57809/2024.3.3.10.4

TEXHOJ1IOTUU YINPABJIEHUA NMPOEKTAMMU B B2C U B2G

CemeH MepaBepeB =

CaHkT-MeTepbyprckuii NONUTEXHUYECKUI YHUBEpcUTET MeTpa Bennkoro,
CaHkT-NeTepbypr, Poccns

& oyabun190@gmail.com

AnHotanusg. Ha ceromHsIIHUI neHb MPOEKTHbIE METOMOJOIMU MCIOJb3YIOTCS I CTPYKTY-
PUPOBAHMS M CUCTEMATH3allUM YIIPaBICHUSI OM3HECOM Ha OCHOBE IPOEKTHOTO MEHEIKMEHTA.
[Tomumo mcnonp3oBaHus B B2B, oHM Takske MOTYT OBITh MCIOJIB30BAHEI B JAPYTUX CETMEHTAX
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B B2C u B2G cerMeHTax, JaHHO€ MCCJIeJOBaHME HalleJIeHO Ha MpPeaoCTaBJIeHUE BO3MOXKHBIX
pewieHuii aas peiHka IT. B pe3ynbraTte, aBTopaMu ObLIM MPEIIOXEHBI JIEMEHThI METOAOJIOTUIA
IIPOEKTHOTO YIIpaBJIeHUs, IPEHOCTABIISIONINE BO3MOXHOCTh Hambojee 3(P(PEKTUBHO PEIIUTH
camble akTyanbHbie TpooneMbl B2C u B2G cerMeHTOB.
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Introduction

Unlike the B2B, the emotional component plays a major role in the B2C, meaning that di-
vergence in the key principles of business is shaped depending on the specifics of each segment.
Thereby, one long-term project with established distribution channels for products in the B2C
spills over into multiple sales, while a singular purchase makes the outcome of a B2B project.
What is more, the nature of connections formed during different projects also varies: B2C relies
on short-term connections between the company and the buyer, while the connection in the
B2B segment is often long-term (Cooper, 2009).

The barriers for the B2G segment to overcome also differ from B2B and B2C. The purchase
of a product or service offered by a company is determined by the choice of the consumer,
while in the B2G segment a tender system is common. Before starting cooperation with a gov-
ernment organization, it is necessary to undergo verification, collect the necessary documents,
and apply for a competition, where the government selects the most suitable option according
to the requirements. On the one hand, the procedure involves more red tape compared to other
market segments, while on the other, winning a tender results in a corresponding benefit. No
matter how lucrative cooperation with government organizations may seem, the number of
problems that arise on the way is also impressive. The key challenge is the payment procedure
when cooperating with the government. The company is supposed to possess large funds since
the B2G uses a post-payment system, meaning that the company receives funds only upon clos-
ing the project. Another impediment is that the legislation that regulates participation in com-
petitions is changeable. Tenders require competence in the current legislation and the ability to
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monitor changes in application procedures. These necessities often discourage many companies
from cooperating with government agencies (Cooper, Edgett, 2012).

Existing scientific research on the topic highlights problems associated with implementing
project management technologies as tools to control product development. It can be explained
by the inability of manufacturers to stop the project despite having discovered problems during
one of the cycles (Denisova, 2022).

The main goal of this research is to distinguish possible solutions to streamlining project
management in B2C and B2G of an IT market. In order to hit this goal, it is necessary to pay
specific attention to:

1. Finding elements of project management technologies that are capable of evaluating con-
trol over different aspects of IT projects in B2C and B2G.

2. Tailoring such elements based on differences between B2C and B2G business sectors.

3. Providing justification of efficiency for each solution.

Materials and Methods

The methodological basis of this research rests on collection and assessment of data, com-
parison, description, and mapping. Analysis includes general business structure comparison as
well as project structure description, with project cycle processes, project team, and project risks
for each of the corresponding business segments. The authors also map out specific elements of
project management technologies that may contribute to more efficient problem-solving.

Results and Discussion

B2C (business-to-consumer) is a business model where the recipient of goods or services is
the end consumer. Unlike the B2B model, the company seeks to satisfy not one client but all
at once, which results in demand for the products offered by the company. The key feature of
the B2C segment is that the buyer and the consumer are the same person.

In the current market conditions, the “high risk, high reward” system is in function, but the
degree of risk can be reduced if a project to create and release a new product to the consumer
market is structured properly. In order to achieve this, the project itself is supposed to be well
structured and managed in accordance with the suitable methodology. Nowadays, methodolo-
gies have migrated from different areas and can be used everywhere. Thus, for example, Agile,
developed for the IT sector, can now be implemented in retail as well (Edgett, Cooper, 2008).

B2G (business-to-government) is a business model where a manufacturer provides goods
and services to government agencies. Relations in the B2G market are characterized by their
long-term nature, since it is easier for the government to buy from one manufacturer rather
than change manufacturers after a certain period. The scale of orders from the government is
typically large, with the purchases being made via the tender system.

Although B2G projects are similar in general structure to B2B projects except for the client,
they still differ significantly. Thus, B2G projects also need a project methodology to simplify the
procedure for participating in competitions for obtaining government orders (Trachuk, 2013;
Umyarova, 2022). It is assumed that the general structure of the project processes and teams
is similar to the B2B segment, but the risks may differ due to the specifics of working with the
public sector. A general comparison of business models is presented in Table 1.
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Table 1. Business model comparison

Clients Promotion tools Transaction speed

Contextual and targeted
B2C Individuals advertising, SMM, Fast
promotions, sales

Contextual advertising,

B2B Companies (legal entities) SEO, email marketing, Slow
PR, event management
B2G Government Tenders Slower than B2B

According to stage-funnel model, a project to develop a new software product includes the
following processes:

— Selecting an idea.

— Scaling.

— Calculating financial indicators.

— Implementation.

— Prototype testing.

— Product launch.

— Post-project analysis.

The main advantage of this model is the presence of funnels between processes, when the
company can revisit the feasibility of implementing the project. Upon completion of all stages
of the project, the new product enters the market.

However, Cooper's research proves that this model of managing a project to develop a new
product is poorly suited to companies, since the funnels that exist to implement strict control
over the project rarely lead to the closure of the project; most companies implement the project
despite possible negative indicators in the funnels.

Accordingly, even with clearly defined processes and boundaries established between them,
during the implementation of projects there is no project management tool, that is, a meth-
odology capable of monitoring the progress of the project. This statement explains why many
companies do not achieve the desired indicators.

Project teams are formed depending on the specifics of the project; accordingly, knowing the
procedures that are carried out during the project, one can select a set of specialists in different
fields necessary and sufficient for the successful implementation of the project. However, the
selection of a project team is a responsible procedure since the success of the project directly
depends on who is assigned to the project (Gryaznov, 2020). There are several requirements for
selecting a project team. The principles of selecting a project team include validity, multi-crite-
ria selection, scientific nature, and a combination of strategy and tactics of management.

A typical project team for developing a new product in the B2C segment includes:

— Product manager.

— Project manager.

— Designers:

— Developers.

— Marketers.

— Sales department.

— Manager.

It should be noted that many companies practice involving consumers in product develop-
ment, but they are not direct participants in the project team.
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At different stages of project implementation, the degree of involvement of each project
team member differs, which also needs to be regulated (Glukhov, Ilin, 2014). Without proper
control, there is a risk of stagnation and low quality performance, which may potentially lead
to freezing or even closure of the project and financial losses. In this regard, the project meth-
odology will allow to regulate the work of project participants at each stage.

Each project has a set of risks that the company faces during the project implementation.
The occurrence of a risk event during the project may have a negative impact on the success of
the project, so it is in the interests of the company to prepare for risks before they occur. The
risk management procedure is a complex event (Maydanova, Ilin, 2023). The key tool for deal-
ing with risks is the risk register, which contains not only the risks themselves but also risk plan-
ning, analysis (both quantitative and qualitative), possible responses, and monitoring methods.

Unlike B2B projects, there is no risk of non-satisfaction of the customer's terms since the
products developed for the consumer are mostly aimed at a mass audience, so the design of the
product is based on the preferences of the majority but not on the requirements put forward by
them (Pavlov, 2019). However, the consumer still has a strong influence on what the product
will be like: the demand for the product manufactured by the company directly depends on
what the future consumer wants to receive.

The main risks of a B2C project may include:

— Data security.

— Communication problems.

— Delays in project deadlines.

— Force majeure (unplanned work, natural disasters, etc.).

— Budget problems.

The structure of an IT project in the B2G segment is similar to the B2B segment, except for
the bureaucratic component: before a company can start implementing a project, it is necessary
to go through a long procedure leading to the company receiving an order.

The process of receiving an order begins with placing it on a specialized portal.

After completing the stated procedure, the company receives a government order, after
which it can start implementing the project. Since the structure of project implementation in
the B2G segment is similar to the implementation of a B2B project, the use of a project meth-
odology is justified. However, it is worth noting the differences that arise from the specifics of
working with the state:

— During the implementation of the project, there is no financing from the state. As noted
earlier, the company receives money only after the project is closed, while in B2B projects,
funds are distributed among financial flows coming from the customer during the implementa-
tion of the project phases. This feature limits the number of companies able to enter the B2G
market.

— Rigid project structure. B2B projects allow for unplanned changes in the event of budget
re-evaluation or revision of product functionality, but the probability of any unplanned changes
in a B2G project is minimal. Each decision is agreed upon with the customer in advance, and
no changes after approval are possible.

— Probability of working at a loss. Since the tender is based on the system of the lowest
price offer, there is a possibility that during the project implementation it will turn out that the
cost of implementing the project is higher than the price agreed with the customer. If in a B2B
project there is an opportunity to re-agree with the customer for a different price, then in the
case of a B2G project, an underestimated price in the tender will only lead to inevitable losses.

The decision to enter the B2G market has many strict frameworks, so the order analysis
procedure is extremely important when putting forward an offer from the company (Kravari,
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2016). The use of project management methodologies with sufficiently strict frameworks can
facilitate the task of ensuring financial benefits because of project closure.

The implementation of a project in the B2G segment implies a high degree of involvement of
the company's manager in interaction with the customer, i.e., with a government agency. Also,
the specifics of project approval include work with legislation; therefore, a mandatory compo-
nent of the project team is a lawyer who will be responsible for fulfilling the requirements from
the legislative side of the project, as well as settling all requirements for registration for the com-
petition (Nemtseva, 2022). The full composition of the B2G segment project team includes:

— Manager.

— Business analyst.

— Lawyer.

— Developer.

— Tester.

— Project manager.

— Product manager.

— Support specialist.

Unlike B2C projects, in the case of working with government agencies, there is no need to
include a marketer in the project team since the product developed by the company can be
considered sold. Accordingly, there is no need to focus on the "salability” of the product; the
main tool for attracting the customer's attention is the price offered by the company for the
execution of the order.

Like any project, a B2G project has its own risks, which are more specific than similar
projects implemented in the B2B and B2C segments. A distinctive feature is cooperation with
government agencies during the project implementation, while clients of other segments are
individuals and legal entities. The following risks have been identified for projects implemented
in the B2G sphere (Nandankar, Sachan, Adhikari, Mukherjee, 2023):

— Risk of the company being included in the register of unscrupulous suppliers (in case of
evasion of concluding a contract or failure to fulfill a contract).

— Risks of incorrect electronic document management.

— Risk of delay in contract fulfillment.

— Risk of using outdated technologies.

— Risk of failure of equipment containing critical data.

— Risk of lack of communication between project participants.

— Risk of decreased financial stability.

— Risk of decreased liquidity and solvency.

— Risks of increased financial burden during the execution of a government contract.

— Risk of refusal to renew licenses for the use of foreign software.

— Risk of restrictions or prohibition on updating and servicing software that has no ana-
logues in Russia.

The consequences of the risks described above also differ from the risks that occur during the
implementation of B2B and B2C projects, the key ones of which may be the accrual of fines
and penalties as well as a ban on participation in a tender for government contracts for up to 2
years, as well as the insolvency of the company up to and including bankruptcy.

Summary of project structure analysis is given in Table 2.
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Table 1. Project structure comparison

Project team Risks Budget

Product Manager
Marketing Manager
Designer

Data security;
Communication issues;

Project delays; Determined by the amount of
B2C Developers .
Force majeure (unplanned work, funds that the company has
Data Analyst .
. natural disasters, etc.);
Customer Service .
. Budget issues
Specialist

Business Analyst
Systems Analyst
Technical Team
B2B Implementation
Team
Product Manager
Project Manager

Technical risks;

Data security;
Dependence on suppliers;
Changing customer requirements;
Financial risks;
Communication problems

Discussed with the customer
at the stage of concluding the
agreement and can be revised
during the project in the event

of unforeseen circumstances

Risk of the company being included in
the register of unscrupulous suppliers;
Risks of incorrect electronic
document management;

Risk of delay in contract performance;
Risk of using outdated technologies;

.M anager Risk of failure of equipment on
Business Analyst . " - )
which critical data is located;
Lawyer . L Proposed by the contractor
Risk of lack of communication R
B2G Developer between broiect particiants: at the stage of participation
Tester project b P i in the competition and is not

Risk of reduced financial stability; Risk
of reduced liquidity and solvency;
Risks of increased financial burden during
the execution of a government contract;
Risk of refusal to renew licenses
for the use of foreign software;

Risk of restriction or ban on
updating and servicing software
that has no analogues in Russia

Project Manager revised after winning the tender
Product Manager

Support Specialist

The B2C segment is characterized by variability, caused by the end consumer of any business
in this segment—the general population. Each consumer has their own preferences and tastes,
their own triggers to attract attention: a catchy label, technology, a large advertising campaign,
and so on. Therefore, the main point that ruins new companies is a superficial analysis of their
target market. Many of them neglect such indicators as market saturation, market leaders, as
well as the average price for goods in a similar category.

In addition to pre-project planning, during their activities, many companies neglect a com-
petent financial apparatus as well as effective promotion (Morcov, 2023). The latter parameter
proves to be the most important, since the key goal of any business in the B2C segment is to
build a brand in such a way that would encourage the buyer to purchase it, or even more —
impose a feeling of inability to function without it.

For small organizations, lack of flexibility leads to a decrease in customers, who logically
tend to prefer companies capable of innovation in products and services they provide. A gradual
decrease in the customer base leads to devaluation of the brand, which has often been built up
over a long period of time. In pursuit of customers, B2C companies turn to price reduction,
which in most situations results in the opposite outcome. Not all companies are capable of
adaptation, having an organizational structure that quite strictly defines the responsibilities of
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employees and the order of actions in the company (Rudenko, 2015).

The first tool useful for B2C companies is the Scrumban board. Depending on the scale
of the company, its practicality may vary, but it allows to visualize the process of the product
production cycle and, if necessary, make changes related to innovations and changing indi-
vidual operations. Kanban is also suitable due to its short-term nature — there is no need for
long-term planning for B2C companies; therefore, the Kanban board can be a useful tool for
monitoring the implementation of the production cycle.

Flexible methodologies such as Scrum and Agile would also come in handy for B2C com-
panies. Both methodologies have a high degree of adaptability, allowing companies to adjust
to the preferences of the target audience quickly. Maintaining close communication with the
customer can greatly contribute to the company's success (Ilin, Frolov, Lepekhin, 2020; Wong,
2018). Since the consumer and customer are the buyers, communication with them can be
maintained in the form of surveys, marketing campaigns, and focus groups, etc. All the listed
measures provide a clearer picture of the customer’s opinion and increase brand awareness.

Scrum would be useful for companies that frequently deliver new products. In this case,
dividing the work into sprints will increase the efficiency of producing a specific unit, while
sprints can be changed if necessary. A trigger for such a change can be, for example, a drop
in product sales. Regular meetings, typical of Scrum, will be useful in such cases. During the
meetings, it is possible to brainstorm ideas for new products. They can be recorded and go
from the Scrum Master up to the management, who then considers the received ideas for the
feasibility of implementation.

Fig. 1. Visualization of proposed solutions for the B2C segment

Key problems of business in the B2G segment are:

Compliance with regulatory requirements. Unlike the B2B segment, B2G regulates contracts
concluded within the public sector according to a strict framework. Therefore, proposals made
by the contractor to the customer must comply with data confidentiality standards, legal re-
quirements, and ethical standards.

Long sales cycles. Efficiency cannot be called a characteristic feature of business operations
within the public sector. Decisions, as a rule, are made quite slowly and consider all possible
factors. Bureaucracy also plays a large role, including work with documentation, budget cycles,
and consultations with stakeholders, which negatively affect the duration of the sales process.
A long duration can cause financial damage to the contractor, who is in a state of inactivity
(Zaitsev, 2022).

Transparency and accountability. Documentation generated when interacting with govern-
ment agencies should be detailed and transparent, including positive aspects of the contractor
to gain the customer's trust and convince him of the benefits of cooperation with a specific
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enterprise rather than with others.

Based on the above-described problems and challenges, it is possible to suggest a specific set
of strategies that can increase the share of success for an organization entering the B2G market.
They include:

Segmentation. Although different organizations belong to the public sector, each has dif-
ferent requests and requirements. For instance, the healthcare and military sectors function
in completely different ways, and therefore the approach to each specific case is unique. The
ability to adapt on the part of the organization would be a plus that can open new opportunities
in completely different areas of the public sector. However, the ability to adapt, as described
above, differs from the adaptation of the B2C segment.

Intellectual leadership. Public sector organizations pay attention to companies that occupy
leadership positions in the field of knowledge. A huge benefit for the organization would be
the presence of regular articles, webinars, and seminars held by the company. As in the case
of B2C, a B2G company is supposed to have an image, since B2G, like no other segment, is
subject to giving preference to a company that is on everyone's lips. Therefore, the structure of
the organization is supposed to have a division engaged in methodological work. To some extent
this type of work is another branch of marketing aimed at attracting the attention of government
agencies. The effect of such marketing, however, becomes visible only during the competition,
where this type of recognition will positively affect the outcome of the tender.

Examples of use. State organizations also appreciate the practicality of solutions offered by
the supplier of goods or services. Instead of promoting a product based on its technological
advancement, attention should be focused on its practical benefits. Cost reduction when using
new software, reduction in the length of product routes because of implementing a transport
information system — such examples attract a customer who has put forward an offer based on
some need. Thus, focusing on the fact that the customer's product or service can satisfy this
need will enable the organization to attract the customer.

Cooperation. Bureaucracy, of course, has a negative impact on the implementation of a pro-
ject at the initial stage, but it allows to accurately determine the needs of the customer, get into
closer contact with them and expand the horizon of knowledge about what is required of the
contractor. Thus, the likelihood of canceling the project and ending cooperation will decrease,
so attending meetings with stakeholders and communication with officials will have a positive
impact on the course of the project.

Fig. 2. Visualization of proposed solutions for the B2G segment

Conclusion
In this study, possible solutions to streamlining project management in B2C and B2G sectors
of an IT market are shown. These solutions have been tailored based on unique aspects of the
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stated sectors. According to the results of the research, elements of flexible methodologies have
practical benefits for B2C companies, while more rigid methodologies are expected to have a
positive effect on the activities of companies operating in the B2G segment. The most unex-
pected result is the highlighted division between possible solutions. Unlike B2B, which works
well with both flexible and rigid methodologies, B2C and B2G favour either one or another.

Thus, Scrum, Agile, and Scrumban methodologies would allow B2C companies to increase
the flexibility of their activities, which is necessary for the company's ability to adapt to the
changing preferences of the target audience. Kanban boards would allow visualizing the process
of implementing goods by tasks and, if necessary, simplify the perception of information about
changes in one or a group of production processes. Agile and Scrum, implying close commu-
nications within the team and communication with the customer, provide tools to more accu-
rately capture the desires of potential customers and implement the necessary changes quickly
enough.

For the B2G segment, methodologies with a rigid structure are more suitable, such as
PRINCE2, Waterfall, and Critical Chain Project Management. This is due to the unambiguous
requirements from the customer, which become clear at the pre-project planning stage. The
above methodologies pay special attention to monitoring compliance with financial and time
constraints, as well as strict adherence to quality standards of the product being developed.

Stated solutions are based on theoretical study; therefore, their practicality may differ from
predictions suggested in the paper. These solutions have been tailored to IT market demands
and might not be useful for other areas. Other markets haven’t been reviewed because of a large
number of differences in priorities and business structures.
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LNDPOBAA TPAHC®OPMALIUA B JIOTUCTUKE:
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AnHOTamus. B maHHOI cTaThe paccMaTpUBAIOTCS BO3MOXHOCTH HU(pPOBO TpaHchopMalmu
B JIOTUCTHKE, BKIIIOYAsT OIpeAesIcHe TePMUHOJIOTHUN, CYIICCTBYIOIINE TPEHABI U NIPUMEHEHUE
texHosoruii. Ocoboe BHMMaHUE B HaHHOM MCCJICIOBAaHMHU YIEISICTCS OTHOMY U3 KITIOUEBBIX
TEXHOJIOTUYECKUX TPEHIOB — IHU(MPOBBIM IBOMHUKAM. AKTYaJbHOCTh HAHHON TEXHOJIOTMU
00yC/I0BJIeHa BaXKHOCTbIO LIM(pPOBOI TpaHC(OpMaLMKM B OTpaciyd JOTMCTUKU U €€ BIMSIHUEM
Ha KOHKYPEHTHBIE TIPEUMYIIECTBA Tepel APYTUMM TMpeanpustusMu. PazButue KoMmItlaHuil B
JAHHOM HAaITpaBJIEHUM TIPEICTABJIsSIeT OrPOMHBIE BO3MOXHOCTU ISl JTOCTVKEHMSI KOHKYPEHT-
HBIX TIPEVMYIIECTB Ha Pa3IMYHBIX YPOBHSIX. ABTOMATU3AIMs MH(GOPMAIIMOHHBIX U (PU3NIECKUX
MPOLIECCOB TPEACTABIISICT CO00I OMHO M3 HamboJiee 3HAYMTEIbHBIX TOCTMIKEHUM, ITOCKOJIbKY
OHO TIOTEHIIMAJIBHO MOXET OKa3aTh JOJTOCPOYHOE BIMSIHME Ha IUIAHUPOBAaHME W KOHTPOJIb
JIOTUCTUYECKMX CHUCTEM Ha CTpaTernyeckoM, TaKTUYECKOM M ONepaTUBHOM YpOBHAX. B aToit
CBSI3M, M3yYeHUE BO3MOXKHOCTE IU(pPOBOI TpaHC(hOPMALMKM B JIOTUCTUKE SBIISIETCS BaXKHBIM
HaIpaBJIeHWEM MCCIIEAOBAHUS M TTOCIEAYIONIETO MMPaKTUIecKoro mpuMeHeHusi. B pamkax maH-
HOI CTaThW aBTOpPaMU ObUTM OTIPEeIeHbl BOBMOXKXHOCTH MCIIOJIB30BaHMS IIM(PPOBOTO TBOMHUKA
B JIOTMCTUKE ¥ MOACIMPOBAHUU apXUTEKTyphl MHOOPMALIMOHHBIX CUCTEM.

KioueBble ciioBa: jorncTrka, nudponas TpaHchopMalms, MG POBOil TBOMHUK, apXUTEKTY-
pa MHGOPMAIIMOHHBIX CUCTEM, MOACIUPOBAHUE
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urdpoBoro aBoitHuka // TexHoskoHomuka. 2024. T. 3, Ne 3 (10). C. 48—56. DOI: https://
doi.org/10.57809/2024.3.3.10.5
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creativecommons.org/licenses/by-nc/4.0/)

Introduction

The origin of logistics as a scientific subject began in the United States during wartime. Its
creation was encouraged by the need to ensure military transportation and delivery. Precisely in
the late 1970s, the concept of logistics spilled over from industry and the military sphere into
the civilian application. Currently, logistics proves to be one of the most defining facets of a
company’s sustainability.

Logistics is an integral management tool that hits both operational and strategic goals and
satisfies the end user more by improving the quality of products and services. What is more,
the organization shows higher performance in managing all material and information flows
(Levkin, 2019; Sergeev, 2023; Jesus, 2024). Thus, the effectiveness of logistics lies in ensuring
accurate and timely delivery of products in the required volume and appropriate quality while
minimizing costs.

“Digital transformation in logistics” is a compound structure that requires scrutinized ob-
servation due to the fact that the term combines definitions of such notions as digitalization,
digital transformation, and logistics. Consequently, it is important to figure out the specifics of
several approaches to the concept of “digital logistics” in order to see the bigger picture.
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The notion primarily rests on the term “digitalization”. A collection of the most comprehen-
sive and versatile interpretations of this definition is given in Table 1.

Table 1. Definitions of the term “digitalization”

Author Definition Promotion tools
J. Scott “Digitalization is the restructuring power for many areas This deﬁm.tlon 1S baseq
e 2 on connecting people via
Brennen and of social life in terms of the digital infrastructure of . . .S
. . . . o . innovative digital commu-
Daniel Kreiss communica-tions and media” (Brennen, Kreiss, 2014). L
nication channels.
et e e Gartner focuses on changing
Gartner IT Digitalization implies the use of technology to change business models that bring

the business model and create additional ways to

Glossary, 2022 generate revenue and create value” (Glossary Gartner).

value through the use of
digital technologies.

“Digitalization in a narrow sense refers to the
transformation of information into digital form, leading
to lower costs, and the emergence of new opportunities,
etc. Meanwhile, in a broader sense digitalization can be

Khalin V. G., considered as a trend of effective global development
Cher-nova G. V. only if it meets the following require-ments: it affects
production, business, science, the social life; the result
of digitalization bring in new development prospects; its

results are available to users, and not only specialists,
but also ordinary citizens” (Khalin, Chernova, 2018).

This definition observes the
concept as digitization of data
within a specific framework.

“The translation of information into numbers and at the
same time the infrastructural, managerial, behavioral,
cultural com-ponents of the content of education —
this is what makes digi-talization” (Vartanova, 2017).

Vartanova E. L. The transformation of

information into a digital

format that affects various
aspects of public life is

considered digitalization.

“Digitalization is the use and implementation

of technologies in the company's processes to

improve their quality and effi-ciency” (Digital
business transformation and digitalization).

Shestak Ksenia

Having examined the essence of digitalization from various perspectives, it is evident that the
concept does not boil down to technological transformation only, but also to a multifaceted cul-
tural and societal phenomenon. According to the definitions provided in Table 1, digitalization
extends beyond the realm of business operations and internal company processes, permeating
into the fabric of society as a means of enhancing its overall standard. Most scholars concur
that digitalization entails the integration and application of digital technologies with the aim of
enhancing various sectors and aspects of human existence (Botun-Sanabria et. al., 2022).

If we consider digital transformation and digitalization, it is possible to see that digital trans-
formation has a broader purpose, representing a strategic transformation of business (Digitiza-
tion and digital transformation). In fact, digital transformation has more to do with changing
the organization comprehensively. At a time when the company is becoming customer-oriented
from top to bottom and its activities are becoming increasingly important, making changes
becomes its core competence. Such adaptability contributes to those initiatives that are aimed
at digitalization but does not replace them completely (Zhang, Guo, Sun, 2022; Lyamin, Vo-
ronova, 2023.).

In their research, Afanasenko I.D. and Borisova V.V. coin two definitions of digital logistics.
“In a broad sense, digital logistics is a supporting subsystem. The object of its study is digital
flows that accompany or replace the economic flow. The main goal is to ensure the required
environment for the logistics system (sustainability, efficiency, etc.).

In a narrow sense, digital logistics itself is a system that ensures the digitalization of the
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projected object. Digital logistics studies the patterns of digital flows in economic systems”
(Alekseev, 2019).

Digital technological trends in logistics are associated with the following factors:

— development of robotics;

— development and use of Al (artificial intelligence);

— automation of logistics processes.

All these factors are aimed at reducing the workforce. One of the most efficient technol-
ogies that reduce the number of operations performed by humans is digital twin technology.
This trend encompasses virtual models that accurately reflect the conditions and behaviour of
the physical objects or processes they represent in real time. For enterprises, the digital twin is
valuable because, it ensures diagnostics and analysis of equipment, forecasting and modelling
new scenarios, and process optimization without interacting with a physical real twin (Jeong,
Baek, Kim, 2022).

Over the past few years, the application and diversification of various sensor technologies,
the growth of cloud computing, and the development of artificial intelligence have allowed
expanding the functionality. Thus, Al-based digital twin technology creates more accurate dig-
ital models for both the asset and component, as well as the entire process, depending on the
application level. Between 2021 and 2027, the market, which was estimated at more than $5
billion in 2020, is projected to grow by more than 35% due to the introduction of new digital
counterparts (Afanasenko, 2019).

The introduction of a digital twin into an enterprise is not enough to ensure maximum effi-
ciency and safety of the process. In addition to the introduction of this technology, the com-
pany should also consider such technological trends (Afanasenko, 2019) as blockchain, cloud
computing, artificial intelligence, as well as big data. The combination and adaptation of all
these technologies will allow companies to have competitive advantages, transparent logistics
processes, information about all failures, inconsistencies, problems, as well as forecasting and
modelling possible process optimization scenarios at all their control points. Each of these tech-
nological trends should be considered in detail.

The blockchain. Blockchain technology is used to create secure, reliable and transparent
systems that store and process data without centralized control. In this case, it is assumed that
security is achieved through the use of blocks containing information, as well as hash sums. This
structure creates a complex chain of blocks that ensure data security (Gillespie, Tarleton, 2014).

Interactive artificial intelligence. Interactive artificial intelligence is an extension of Al algo-
rithms capable of processing text, speech, voice, handwriting for analysis and giving reasonable
response. Advanced versions of this technology are able to conduct complex conversations,
simulate a sense of empathy for users, etc.

Cloud technologies. Cloud technologies and APIs are models that can be used to provide
users with remote access to hardware resources via Internet. Cloud technologies allow running
applications on remote servers, working with data online, as well as storing and processing in-
formation.

Big data. “Big Data is structured or unstructured arrays of large amounts of data. They are
processed using special automated tools for statistics, analysis, forecasts and decision-making”
(Afanasenko, 2019).

The digital twin in supply chain management, known as DSCT (Digital Supply Chain
Twins), is a virtual replica of a physical system that encompasses all the components, assets,
and processes within a logistics network. This digital twin serves as a comprehensive representa-
tion, displaying the data, statuses, interactions, and behaviours of the logistics system. It stores
and analyzes data through specialized repositories, providing a detailed overview of the system's

51



: -

operations (Bimber, Flanagin, Stohl, 2012).

Moreover, the digital twin enables simulation experiments, modelling novel scenarios and
system behaviors. This capability empowers companies to meticulously test new strategies and
concepts prior to their implementation, ensuring a smoother and more efficient operational
process.

Scientific community studies the digital twin in the supply chain in terms of its diverse
functions. It can be a tool for better visibility, traceability, and product authentication (The
Logistics Trend Reader 6.0), a decision support system for managing failure risks, or a means
to effectively manage long-term supply chains (Park, Son, Noh, 2020).

Materials and Methods

Various research methods were employed in this article, such as literary analysis, synthesis,
induction, generalization, a systems and process approach, and graphical interpretations of the
research data. ArchiMate was used in data processing.

Results and Discussion

As previously defined, a digital twin in logistics is the same version of a physical process in a
virtual state; one can imagine that this is the same process, but performed by a computer. This
model is able to change by processing information received from various sources; for example,
data from a real object obtained from a repository or through the use of various IoT technol-
ogies such as sensors, or data provided by specialists for forecasting and modelling a new, im-
proved process. Thanks to this abilities management can draw conclusions and make decisions
on the feasibility of suggested innovations.

Based on the information analyzed earlier, an automation model for the logistics process
should be assessed in the context of digital twin technology. Figure 1 depicts the relevant model.

Fig. 1. Conceptual bases of automation in logistics and supply chain management using digital twin technology

The classical model of the logistics process consists of three main blocks: management,
exchange, and execution. When using a digital twin, another aspect is added — modelling. It
is aimed at supporting the execution of the main customer order using a digital twin (Jensen,
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2013). This includes data collection, real-time management, offline analytics, health checks,
and forecasting.

Considering the conceptual foundations of automation in logistics and supply chain man-
agement using digital twin technology (Bhandal, Meriton, Kavanagh, Brown, 2022), a model
of information systems architecture within a single enterprise is proposed. The model presented
in Figure too takes into account all the previously described trends in logistics.
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Cost management and cost
Data sources calculation

______________________
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Order management
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Fig. 2. Architecture of information systems within a single enterprise

The main system in this scenario is a supply chain management model that collects and
analyzes data between other logistics systems, such as WMS, TMS, and YMS, while also sup-
porting the planning of the entire enterprise's supply chain (Kabanov, Fedorov, 2022). Digital
twin technology shapes the ground for this model. By inputting data collected from actual ob-
jects or parameterized by experts, it's possible to simulate processes, improve them, and identify
bottlenecks. This also helps describe the accurate and current state of the process within the
company. Each component of the SCM can interact with other parts of the system.

Thus, the virtual model is supposed to have the ability to adapt to changes, which implies
changing parameters in accordance with technological progress, new trends, and improvements
in the industry. It is also necessary to convert and transform information from various sources
related to a physical object into a usable format. Cloud computing and APIs can be used to col-
lect and store data. Artificial intelligence (Al) can be used to work with simulation models and
arrays of unstructured data. Cloud technologies can be employed to ensure data confidentiality
and security, while blockchain can verify and preserve the integrity and authenticity of data.
Strategic planning, including scenario modelling, can be carried out via artificial intelligence
(Al) capable of analyzing various scenarios and potential consequences in the long run.

Conclusion

Digital twin in logistics allows enterprises to improve processes, adapt to new approaches,
improve the quality of services provided to customers, and also gain an advantage in the market.
In order to boost the reliability and accuracy, as well as increase the technological advantage,

53



\

>
I

blockchain, cloud computing, Al, and big data should also be implemented.

Overall, the model of the enterprise information system architecture presented in this re-
search is based on the concept of digital logistics, which defines the purpose and objectives of
the logistics system. This model is aimed at the successful implementation and application of
digital twin technologies in logistics.

Further research on the topic is required in order to comprehensively assess the interaction
of digital twins of several enterprises with each other, measure the economic efficiency of this
innovation, and define what equipment is necessary for the whole-scale implementation of
digital twins.
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AnHoTanusa. HelipoHHBIE CETH aKTUBHO MCIIOJb3YIOTCS B CAMBIX Pa3HbIX 00J1aCTSIX HAYKU U B
MPaKTUYECKUX UCCaeA0oBaHuAX. BcTpeyaroTcs ciyyad UCIONb30BaHMSI HEMPOHHBIX CETel B MO-
JIeTVPOBAaHUM HEJIMHEIHOM SKOHOMIWUYeCKOM nrnHaMuKn. Ho garnie Bcero HelipOHHBIE CETH OKa-
3BIBAIOTCSI MAJIONIPUTOINHBIMU TSI MOJCIMPOBAHUS HEIMHENHON SKOHOMUKHU. DPPEKTUBHOU
aJIbTEPHATUBOI ITPUMEHEHUIO HEMPOHHBIX CETEH B SKOHOMMUKE MOXET CIYKUTH 3JIeMEHTapPHBIN
ob6pa3 nmosmHoma KonmMoroposa-I'abopa. [TokazaHo, 4yTo aeMeHTapHBINH 00pa3 moauHoMma Kos-
moropoBa-I'abopa obnamaer 0ojiee MOIIHONW CIIOCOOHOCTBHIO MOIEIMPOBAHUSI HEJIMHEWHOCTH,
HeXeJIM MOJEIb MCKYCCTBEHHOro HeipoHa. I1pu 3ToM K03(hGUIIMEHTH 3TOro MOJMHOMA Olle-
HUBAIOTCS 3HAYMTEIBLHO TIPOIe M OBICTpee, 4eM KO3(h(GUIIMEHTH MCKYCCTBEHHOrO HeilpoHa.
JanHoe yTBepKACHNE MO3BOJISICT MPEIIOXNTh 3aMeHY HEHPOHHBIM CETSIM — BMECTO HEHPOHOB
B CETh MOJCTABJISIOTCS dJieMEHTapHbIe 00pa3bl mosmHoMa KomMoroposa-I'abopa u momyvaercst
aJIbTepHATUBHAS MMOJMHOMMAIbHAS CETh. DTa CeTh 00ydJaeTcsl 3a HECKOJIBKO IIIaroB B TO BpeMsI
KaK HeHpoHHas CeThb 00ydyaeTcs 3a HeCKOJbKO AECSATKOB ThicsY 11aroB. K Tomy ke K ITOJIMHO-
MUaJIbHON CeTH NMPUMEHUM 0alieCOBCKUI MOAXOI, B TO BpeMs KaK K HEMPOHHBIM CETSIM €ro
HCTONb30BaTh He ynaércsd. IlokazaHo Takxke, YTO MOJUMHOMMAIbHBIE CETH OMMCHIBAIOT HEJM-
HEeWHBIE TIPOIIECCH He XyXKe, a MHOIIa Jaxe JIydllle, YeM HelpoHHBIe ceTH. B 3Toi cBA3M, TIpn
MOIEINPOBAHNM HETMHEWHBIX SKOHOMHWUYECKNX IIPOILIECCOB IIpeIaraeTcsl UCIoIb30BaTh ITOIH-
HOMUAJIBHBIE CETH KaK 0oJiee IMPOCThIe M OBICTPOMEICTBYIONINE B BEIYMCICHUSAX, CIIOCOOHBIE K
0ailecoBCKOI TepeolieHKe MapaMeTpoOB U HE MEHee TOUHbIe, YeM HEMPOHHbIE CETU.

KioueBble clioBa: HEipOHHbBIE CETU, MOJIMHOMUANIbHBIE CETH, MoJuHOM KonmMoroposa-I'abo-
pa, areMeHTapHbIN 00pa3 KGp, HemuHelHAS S5KOHOMMYECKas JUHAMUKA

Hdasa nurupoBanmnsa: CeetyHbKoB C. IlonMHOMMANBHBIE CETHM BMECTO HEHMPOHHBIX ceTeid //
Texnoakonomuka. 2024. T. 3, Ne 3 (10). C. 57—71. DOI: https://doi.org/10.57809/2024.3.3.10.6

DTO cTaThsl OTKPHITOTO AOCTYyIIa, pactpoctpaHsaeMas mo guieH3un CC BY-NC 4.0 (https://
creativecommons.org/licenses/by-nc/4.0/)

Introduction

The successful use of neural networks in natural and engineering sciences has prompted
economists to search for opportunities to apply them to solve various tasks, including economic
forecasting. However, attempts to use them for this purpose have not been very successful so
far; after all, neural networks were created to solve image recognition tasks, and their applica-
tion to modelling dynamic systems has been unsuccessful yet.

Since objects of economic forecasting often possess some inertia in their dynamics, it became
possible to take this property into account in neural networks by using feedback connections.
Such connections in neural networks are called “recurrent”. Therefore, neural networks with
such connections are also called recurrent (RNN). If in simple neural networks the input data
is considered unordered, in recurrent networks, the presence of feedback connections models
the order of the data sequence, making them more suitable for modelling dynamic processes.

Materials and Methods
Currently, the scientific community is increasingly publishing results of successful applica-
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tions of RNN in economic modelling and forecasting. There are some successful examples of
economic forecasting using RNN. For instance, Hansika Hewamalage, Christoph Bergmeir,
and Kasun Bandara (Hewamalage, Bergmeir, and Bandara, 2021) showed that RNN can be
more accurate than such popular forecasting models as exponential smoothing (ETS) and au-
toregressive integrated moving average (ARIMA). However, unlike RNN, ETS and ARIMA
models are reliable, efficient, convenient, and easily formalized. RNN, on the other hand, still
represents poorly formalized models that need to be tailored for each case, with the success or
failure depending on the qualifications of the researcher using them.

When considering the possibility of applying artificial intelligence and machine learning to
economic forecasting, Stephan Kolassa wrote about the three major issues: scarce, opaque,
and brittle data (Kolassa, 2020). And yet, the main tool of artificial intelligence and machine
learning is neural networks! If we also consider that building RNN requires not only advanced
programming skills but also knowledge of complex mathematical optimization methods that
are a significant part of machine learning, it becomes clear why RNN in modelling nonlinear
economic dynamics and economic forecasting are still relatively rare.

What needs to be done to make neural networks a usable tool in economic modelling and
economic forecasting? How can we make them simpler so that any researcher applying math-
ematical methods in economic modelling but not possessing perfect forecasting skills could
use them? How can we make the process of building and evaluating such a model simple and
universal?

The answers to these questions can be found by turning our attention to alternative models.
Pursuing this goal, the research focuses specifically on a mathematical model of an artificial
neuron, the Kolmogorov-Gabor polynomial and the Wiener series, an elementary image of the
Kolmogorov-Gabor polynomial, neural networks, and polynomial networks.

Results and Discussion

Mathematical Model of an Artificial Neuron

A neural network represents a set of j interconnected neurons. Each individual neuron has
one or more inputs and one (and only one) output. Its mathematical model is a superposition
of a linear multifactorial function and a non-linear function:

v =Say+ 2 ax)= () o
i=1

where:

y; — output signal of the j-th neuron;

f — transfer function;

a. — weight of the i-th signal (factor);

X, — i- th component of the input signal (factor);

i =1, ..., n — neuron input number;

n - number of neuron inputs;

a, — free coefficient;

y’ — the result of the sum of the weighted input signals.

To avoid problems that may arise with data scales when working with neural networks, all
variables are pre-normalized.

Atrtificial neuron models (1) differ from each other in the type of transfer function f(y').
Depending on the tasks that the researcher sets when forming a neural network, this transfer
function can be a simple activation function, where the output signal takes a value of 0 or 1,
or a more complex function that converts the sum of weighted input signals into a numerical
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output. This conversion can be performed using a linear or nonlinear function.

One of the simplest variants of an artificial neuron model is when the transfer function is
written as:

FON=0, y, =),
FON=by's v, <y <y,
SON=1L y <y

Here, y’, and y’, are some predetermined constants of the minimum (base) and maximum
(final) values of the output changes, and b is the proportionality coefficient.

At the output of the neuron, a signal is obtained that represents a superposition of two lin-
ear functions, and the coefficients ai and b can be easily estimated using statistical methods.
But how can a nonlinear dependence between input factors and output be described using a
linear neuron model? In order to do this, it is necessary to connect many linear neuron models
to each other. And the more complex the configuration of such a neural network, the more
accurately it will describe non-linearity. This process is reminiscent of the well-known piece-
wise-linear approximation method (Leenaerts, van Bokhoven, 2013). Since such networks rep-
resent a superposition of linear functions, their coefficients can be estimated using standard sta-
tistical methods, for example, the least squares method (LSM). However, since there are many
coefficients in the neural network model, it is easier to solve this learning task using one of the
numerical methods. Such simple neural networks are suitable for describing weak nonlineari-
ties. The more complex the nonlinear phenomena being described, the more cumbersome the
neural networks with piecewise-linear transfer functions become. Therefore, neural networks of
this type are rarely used in practice.

Most often, an S-shaped nonlinear function, called a sigmoid, is used as a transfer function.
Networks with such transfer functions excellently describe nonlinearities and are less cumber-
some than networks with piecewise-linear transfer functions.

Among many possible functions with S-shaped forms, the most convenient ones are logistic:

(2)

~ b
Y e 3)
and the hyperbolic tangent , ,
~ e —be’
Vi be” +b,e” 4)

However, in practice, these transfer functions are often simplified by setting all their co-
efficients bi equal to one. Direct application of well-known statistical methods, such as the
method of least squares, to estimate the coefficients of an artificial neuron (1) turns out to be
impossible, since the mathematical model of an artificial neural network in this case represents
a superposition of many nonlinear functions of parameters. Therefore, to estimate the coeffi-
cients of an artificial neuron and a neural network, one of the numerical methods is used, most
often the gradient method. In the gradient method, as is known, the value of the first derivative
(gradient in the multifactor case) is calculated. Functions (3) and (4) differ from many other
sigmoidal functions in their derivatives that are expressed through the function itself, with the
gradient method easily applicable to them. It is precisely for this reason that the logistic func-
tion and the hyperbolic tangent have become the most popular types of transfer functions in
neural networks.

Hereinafter, when considering an artificial neuron model, we will assume that its transfer
function is represented in the form of (3) or (4). We will not consider the transfer function in
linear form.
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Kolmogorov-Gabor polynomial and Wiener series

In the work “Theory of Functionals, Integral, and Integro-Differential Equations” from
1930, V. Volterra derived series that allow studying systems with soft inertial nonlinearities
(Volterra, 1930). In 1958, N. Wiener, in his monograph “Nonlinear Problems in the Theory of
Random Processes”, presented a modification of Volterra's series for the discrete case (Wiener,
1958). This same problem for continuous processes was solved in 1956 by A.N. Kolmogorov
(Kolmogorov, 1956), and in 1961, D. Gabor proposed a discrete variant of the “extended pre-
diction operator” based on it (Gabor, Wilby, Woodcock, 1961).

It turns out that the same scientific research tool was developed independently by two groups
of researchers: V. Volterra and N. Wiener, as well as A.N. Kolmogorov and D. Gabor. This
mathematical tool can be referred to as “Wiener series” or the “Kolmogorov-Gabor polyno-
mial”.

In published scientific works, results of forecasting obtained via the “Kolmogorov-Gabor
polynomial” are encountered. For example, Hamidreza Marateb and other authors use this pol-
ynomial to predict COVID-19 hospital stays (Marateb, Norouzirad, Tavakolian, et. al., 2023),
and Wei Liu and colleagues use this polynomial to forecast electrical load (Liu, Dou, Wang,
2018). The term “Wiener Series” is not found in applied works but is used in published articles
and monographs of mathematicians. For example, in the work of Wim van Drongelen, where
the differences between the Wiener and Volterra series are discussed, which is helpful to derive
the expressions for the zero-, first-, and second-order Wiener kernels (Wim, 2010). There are
many other publications on solving practical problems where authors use not the concept of
“Wiener series” but “Kolmogorov-Gabor polynomial” (Anjorin, Ricks, 2023; McElroy, Ghosh,
Lahiri, 2024; Nelles, 2020; Razif, Shabri, 2023).

Since we are not considering the theoretical properties of this mathematical tool but are
studying its practical applicability, we will adhere to the term that is commonly used in practical
research, namely “Kolmogorov-Gabor polynomial” (hereinafter, KGp).

This polynomial can be represented in general form as:

y:aO+Zaixi+22al.jxl.xj+ZZZaykxixjxk+... 5)
i=1 i=l j=1 i=l j=1 k=1

For example, for two factors, it will také the followiné form:

Y =a, +ax, +a,x, +a,x; +a,xx, +a,x; (6)

It is obvious that estimating the values of 6 coefficients of such a model from statistical data
does not present any difficulties. However, for three factors, the KGp will become significantly
more complex and cumbersome, containing 20 unknown coefficients:

- 2 2 2
y= ao + alxl + azxz + 03x3 + a4x1 + a5x2 + a()x3 + a7x1x2 + a8x1x3 +
3 3 3 2 2 2 2
a9x2x3 + aloxl + all.xz + a12x3 + al3xl x2 + al4x1 .x3 + a15x1x2 + a16x2 x3 + (7)
2 2
a7 X, X5 + Qg X X3 + A9 X, X, Xy

If the number of factors increases to i = 4, then the number of KGp coefficients will grow to
N = 70, and for i = 5, the number of coefficients to be estimated becomes equal to N = 252,

In general, the number of KGp coefficients grows nonlinearly with the increase in the num-
ber of factors i. This number is calculated using a well-known formula from combinatorics.

The enormous dimensionality of the KGp construction task with many original variables
limits the practical application of this tool for modeling nonlinear dependencies. Therefore, “It
may be mentioned that parameter-saving approximations to KG polynomials have interested
researchers for a long time” (Terasvirta, Kock, 2010). The prominent Ukrainian scientist A.G.
Ivakhnenko proposed a method of step-by-step decomposition of the KGp model construction
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process, which he called a “multi-level system” (Ivakhnenko, 1963). He repeatedly used this
method to solve practical problems and tried to popularize it (Ivakhnenko, 1971;1975). Frankly
speaking, most scientific research using KGp employs the approach proposed by Ivakhnenko.
Although it simplifies the method of estimating KGp coefficients, it remains cumbersome and
is only suitable for cases with a small number of variables xi. The work (Svetunkov, 2024) shows
that A.G. Ivakhnenko's method leads to the construction of a different polynomial, not KGp.
For example, when i = 3, the polynomial constructed by Ivakhnenko's method contains 80
terms, while KGp in this case should consist of 20 terms. This means that Ivakhnenko's “mul-
ti-level system” represents a different model than the KGp model, and its scientific significance
becomes unclear.

Elementary image of the Kolmogorov-Gabor polynomial

The fact that scientists have not been able to propose a method for constructing KGp that
could overcome the “curse of dimensionality” (Ivakhnenko, 1963) has deprived science of such
a powerful modeling tool as KGp for many years. However, instead of the full KGp, its simpli-
fied analog (Svetunkov, 2024) can be used, which excellently handles modeling nonlinearities.

Let's consider this possibility in more detail. For any number of variables xi, i=1, 2, ..., m,
affecting the variable y, a simple linear multifactorial model can be easily constructed:
y'=a,+ax +a,x,+..+a,x, (8)

The coefficients of this model are estimated by any statistical method, for example, LSM.

Then, the calculated values of the modeled variable need to be used in a polynomial of de-
gree m: ~ R R R

y=by+by +b,(y) +..+b,(")" 9)

The coefficients of such a polynomial can also be estimated using one of the statistical meth-
ods. As can be seen, it is necessary to estimate 2-(m+1) unknown coefficients, where (m+1)
coefficients from model (8) are estimated first, and then, based on these estimates and the cal-
culated values of the variable y, the other (m+1) coefficients from the model (9) are estimated.
Both models (8) and (9) are linear in parameters, and the coefficients of these models can be
easily found for sufficiently large m.

If we now substitute model (8) into equation (9) and expand the brackets, we can group the
terms to obtain a structure and several terms that fully correspond to the structure and number
of terms in KGp, thus deriving the desired polynomial model.

The system (8) — (9) can be represented in a more compact mathematical form:

y=b, +Zb (a0+zax.)f (10

Models (8) — (9) or (10) do not represent KGp, but rather an approximate model of it.
Indeed, it can be observed that a significantly smaller number of coefficients is estimated
than would be necessary if constructing a KGp. For example, for m=3, the proposed method
estimates 4+4=8 unknown coefficients, whereas the complete KGp, as indicated in (7), con-
sists of 20 terms, requiring the estimation of 20 unknown coefficients. The smaller number of
coefficients implies that model (10) provides approximate estimates of the KGp coefficients.
Essentially, this means that a complete KGp is not constructed, but rather its simplified model,
which has been proposed to be referred to as the “Elementary image of KGp” (Svetunkov,
2024).

The advantages of the elementary image of KGp over the KGp itself rest on the fact that
the elementary image can be constructed for any number of variables, while the original KGp
can only be constructed for a small number of variables. However, this does mean that the
simplified representation of KGp captures nonlinearities less effectively than the original KGp.
Nevertheless, previous studies have shown that, even though the elementary image of KGp is a
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simplified model, it possesses excellent approximation properties and describes various nonlin-
ear relationships very well (Svetunkov, 2024).

Comparison of the Artificial Neuron Model and the Elementary image of KGp

If we compare the artificial neuron model (1) with the elementary KGp model (10), certain
similarities can be observed. Firstly, both the neuron model and the polynomial model are un-
structured statistical models. In regression analysis within mathematical statistics, it is assumed
that the form of the relationship between input and output factors is explicitly represented by
some function. It is presumed that the identified regression relationship is the model of the ex-
pected value of the modelled process, which evolves according to the properties of this model.
The diversity of modelled processes significantly exceeds the forms of regression relationships
used in mathematical statistics (Izonin et. al., 2024). Therefore, in econometrics, when select-
ing an econometric model, the researcher aims not to choose the best model but to select an
acceptable model based on the principle: “Since I do not have other forms of functions for the
econometric model, I will use this one as the best of a bad lot.” Both the neuron model and the
polynomial model do not require knowledge of the practical use since the form is automatically
selected during the estimation of the neuron and polynomial coefficients, and the researcher is
not familiar with this form. Therefore, both models are “blackbox” models, where the structure
of the model is of no interest. The second similarity between the neuron and polynomial models
will be even more apparent if we represent the artificial neuron model (1) as follows:

y'=a,+ax +a,x,+..+a,x,,
{A 0 , 1™ 272 (11
y=f0,
and the model of the elementary image KGp can be represented as follows:
'=a,+ax +a,x,+..+a x_,
Yy o TaX TdyX, mm (12)

y=5r0"

It is evident that in both cases (11) and (12), the first equation in the system represents a
multi-factor linear model of the same type, while the second equation in both (11) and (12)
represents a transformation of the obtained result. Thus, the structural similarity between the
artificial neuron model and the elementary KGp model is apparent.

However, in the artificial neuron model, the coefficients of the linear transformation and the
transfer function are estimated simultaneously. Therefore, (11) is presented as a system of two
equations. In contrast, in the elementary KGp model, the coefficients of the first equation are
estimated first, and then the obtained results are substituted into the second equation. Thus, this
is not a system of two equations but rather two sequential equations.

Aside from the obvious similarities between these two models, there are also several signifi-
cant differences. The first obvious difference lies in the methods of estimating the coefficients
of the neuron and the elementary KGp model. In the artificial neuron model (11), all its co-
efficients (for both the first and second equations) are estimated simultaneously, and due to
the nonlinearity of the transfer function parameters, one of the numerical methods is used for
this purpose. In the elementary KGp model (12), the coefficients are estimated in two stages:
first, the coefficients of the first linear equation are estimated, and then the second polynomial
equation is evaluated. Both equations are linear in their parameters, and coefficient estimation
can be performed using straightforward statistical methods (Chen et. al., 2021).

Considering the difference in estimation methods, it should be noted that the process of
estimating the coefficients in the elementary KGp model is significantly simpler and faster than
estimating the coefficients of the artificial neuron model.

The second difference between them is that the artificial neuron is consistently nonlinear
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regardless of the number of input variables (signals), whereas the elementary KGp model in-
creases its level of nonlinearity and its approximation power with the number of input variables.
As shown in (Liu, Lu, Luo, 2020), artificial neurons with a sigmoid transfer function are well
described by third-degree polynomials. This means that the elementary KGp model may de-
scribe nonlinear processes somewhat worse than the artificial neuron if the number of inputs m
< 3. However, if the number of input factors m > 3, the elementary KGp model may be more
accurate than the artificial neuron model. For m = 3, both models are expected to provide
approximately the same level of approximation accuracy.

Example. We will use data on the Gross Domestic Product (GDP) of the United Kingdom
(yt), gross capital accumulation (x1), and the economically active population of the country
(x2) from 1990 to 2016. We aim to find the dependence of GDP on these two other factors.
Based on this data, we will construct both an artificial neuron model and an elementary KGp
model, first normalizing all data. We will minimize the sum of the squared deviations between
the actual and calculated values.

As expected, the artificial neuron model approximated the original data slightly better. The
mean squared error of approximation for the neuron model was 0.0189, while for the elemen-
tary KGp model, it was 0.0228.

Now, we will add a third factor (x3) to this data, namely, the expenditure on research and
development in the UK for the same period. For the artificial neuron model, the mean squared
error of approximation is 0.01753, and for the elementary KGp model, it is 0.01734. Appar-
ently, the elementary KGp model provided a slightly more accurate description of the data
compared to the artificial neuron model.

Of course, different results may be observed in various cases, but generally, it should be as-
sumed that as the number of input factors increases in these two models, the elementary KGp
model has a greater capability to describe nonlinearity compared to the neuron model.

Neural networks and polynomial networks

In practice, no one uses a mathematical neuron model as a standalone model for describing
some nonlinear dependency. The true power of this modelling tool becomes apparent when
connecting elementary neurons together, where the outputs from preceding neurons serve as
inputs to subsequent neurons. Such an interconnected network of artificial neurons can describe
very complex nonlinearities between input and output variables. Therefore, well-constructed
neural networks prove to be so accurate in approximation that other known modelling methods
cannot compete with them, including regression-correlation analysis methods.

Since we have just seen that the elementary KGp model can successfully compete with the
neuron model, it is natural to assume that a network connecting such polynomials with each
other might also serve as an alternative to neural networks.

Let us compare two networks of the same structure: a neural network and a polynomial
network. But first, let's revisit the methods of estimating the coefficients of these networks. In
neural network theory, this process is called “training,” and we will use this term along with
“estimation.”

If a multilayer neural network is subjected to one of the numerical training methods (most
commonly, the gradient method), all coefficients of the network are estimated simultaneously.
In this process, the coefficients of the output layer play a major role — they are estimated more
extensively, while the coefficients of preceding layers are either not trained at all or are poorly
estimated. This happens because the error at the output is completely addressed during the
training of the output layer. To mitigate this issue, Rumelhart, Hinton, and Williams proposed
the backpropagation algorithm in 1986. This procedure involves “distributing” the training error
across all estimated coefficients of the neural network and adjusting the gradient method so
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that the training of the coefficients in the last layer proceeds more slowly than the training of
the coefficients in preceding layers. This is achieved using both the model's coefficient values
and the gradient method parameters, which are adjusted depending on how far the coefficient
is from the network output.

As the simple explanation of neural network construction shows, using them in applied
research requires a good understanding of mathematics and programming skills, as training a
neural network is an iterative process with many simultaneously estimated parameters. Often, in
practice, researchers use standard template networks and software products with pre-embedded
training procedures for neural networks of a given structure. In other words, researchers do not
design the structure of the neural network for their specific tasks but use a ready-made template
developed by someone else for different tasks. In such cases, the advantages of neural networks
are not fully realized, and their application becomes less effective.

The complexity of training neural networks is the main drawback hindering their widespread
practical application in modelling complex economic processes. In contrast, polynomial net-
works are straightforward to train. In polynomial networks, not all coefficients are estimated
simultaneously but sequentially — from the coefficients of the input layer to those of the output
layer. The results from one layer's estimation serve as the basis for estimating the subsequent
layer. Once all the coefficients of the polynomial network have been estimated in stages, the
training is complete. There is no need to re-estimate the model coefficients in search of a better
solution — the best solution has already been found. This means that training a polynomial
network does not require recurrent methods; in general, the well-known least squares method
is quite sufficient for this task.

Thus, training neural networks requires significant time and the use of complex computa-
tional methods. In contrast, training polynomial networks takes negligible time and employs
basic statistical methods. However, it should be clarified whether the simplicity of training pol-
ynomial networks leads to a loss of accuracy in modeling.

To address this question, let us build a two-layer neural network and an equivalent two-layer
polynomial network using data on the UK's GDP (y) in relation to gross capital accumulation
(x1), the size of the economically active population (x3), spending on research and develop-
ment (x3), and the size of social benefits in the UK (x4).

We will test how these two networks perform in three cases using the given data:

1. From 1990 to 2020,

2. From 1990 to 2021,

3. From 1990 to 2022.

Since the influence of the first three factors on the GDP is approximately the same — they
are factors that generate GDP — and the influence of social benefits (x4) is somewhat different
— they consume funds from the state budget and social funds — we will construct the neural
network and the polynomial network in the following manner:

—
X2 \O
=

\4
=

/

Fig. 1. Graphical model of a neural network and a polynomial network

65



: -

For the neural network, each circle represents an artificial neuron, while for the polynomial
network, each circle represents an elementary Kolmogorov-Gabor polynomial. A total of three
neurons and three polynomials are used.

Since, after normalizing the initial data, it becomes both negative and positive, the transfer
functions of the first two neurons are represented as logistic functions, while the transfer func-
tion of the last neuron is represented as a hyperbolic tangent function.

Alongside these two networks, we will also assess the accuracy of modelling this dependency
separately with an artificial neuron model (using a hyperbolic tangent transfer function) and a
Kolmogorov-Gabor polynomial model. The comparison results are presented in Table 1.

Table 1. Results of approximation of UK data by different models for specific periods of time

Elementary image

Model type Neural Polynomial Artificial neuron of the Kolmogorov-
network network model .
Gabor polynomial
1. 1990 — 2020
Average sum of squares of 0.0077 0.0062 0.0310 0.0057

approximation error

Standard deviation in % 11.14 10.02 15.47 9.60

Number of passes when
evaluating coefficients

85 864 5 3729 2

2. 1990 — 2021

Average sum of squares of
approximation error

Standard deviation in % 9.18 8.09 17.12 6.86

Number of passes when
evaluating coefficients

0.0087 0.0075 0.0416 0.0068

34 252 5 15 011 2

3. 1990 — 2022

Average sum of squares of
approximation error

Standard deviation in % 17.31 18.12 32.15 19.55

Number of passes when
evaluating coefficients

0.0216 0.0237 0.0745 0.0275

36 111 5 19 136 2

It is crucial to compare two models: the neural network model and the polynomial network
model. The results show that in two out of three cases, the polynomial network was more
accurate in approximation than the neural network. This does not necessarily mean that this
ratio will hold in all cases; it only indicates that the polynomial network used in this example
performed as well as the neural network. Both networks work with similar accuracy — their
approximation standard errors differ by about one percent. However, the advantages of the pol-
ynomial network over the neural network become evident when considering the time required
for training each network.

It is also worth noting that the elementary Kolmogorov-Gabor polynomial (the last column
in Table 1) was the best model in terms of approximation accuracy in the first two cases and
only 2.24% worse than the leader in the third case. This further confirms that the elementary
Kolmogorov-Gabor polynomial can serve as an alternative to neural networks in modelling
economic dynamics (Svetunkov, 2024).

Bayesian approach

Neural networks have a significant drawback. During the training process, the computational
algorithm adjusts the network parameters to achieve the best output. However, it is impossible
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to understand how each neuron and each input factor influence the result based on the comput-
ed parameters. This limitation severely restricts the application of neural networks in modelling
economic processes and, particularly, economic dynamics, as the meaning of the evaluated
model parameters remains unclear.

Today, one of the actively developing approaches in economic modelling is the Bayesian ap-
proach. Generally, the Bayesian approach involves updating prior (a priori) conclusions based
on new (posterior) data. In a narrower sense, Bayesian methods refer to statistical methods that
use Bayes’ theorem to compute conditional prior and posterior probabilities based on probabil-
istic distributions.

The Bayesian approach, both in its broad and narrow senses, is used by researchers in
solving various econometric problems and economic forecasting tasks. One would expect the
emergence of Bayesian methods applied to neural networks, but “neuro-Bayesian methods”
currently exist only in theory. Applying the Bayesian approach to neural networks has proven to
be impossible due to the neural network being a “blackbox” with an unknown structure to the
researcher. Attempts to mathematically describe this network using multi-stage superposition
of functions have been unsuccessful due to the complexity of the final mathematical model.
Of course, the researcher knows the number of neurons, the connections between them, the
number of “synapses,” etc. But what is still impossible to trace is how the transformation of
the input signal into the output signal occurs and how the factors and coefficients of the neural
network influence the result.

Dynamic processes in economic systems can be classified into reversible and irreversible
processes. Reversible processes are such that when returned to their initial condition, they will
proceed in the same manner as before. In contrast, in economic systems where irreversible
processes occur, there are not only quantitative but also qualitative changes. The latter means
that the relationships between elements, the set of elements, and even the structure of the sys-
tems change — new elements emerge during evolution, and some old elements disappear. If a
statistical model is constructed for such processes that adequately describes the past on average,
then for it to be used as a forecasting model, its parameters need to be updated based on new
posterior information for the model, i.e., the Bayesian approach must be employed.

Methods of model adaptation and adaptive models developed in forecasting serve as one of
the tools for the Bayesian approach in its broad sense. Practice shows that their application
significantly improves the accuracy of economic forecasts made using regression models. The
widely known exponential smoothing method in short-term forecasting is one such method.

Unlike neural networks, in polynomial networks, the influence of each coefficient and factor
on the result is known. This means that the Bayesian approach can be applied to polynomial
networks, making them suitable for forecasting economic dynamics. To demonstrate this pos-
sibility, we will use one of the methods for adapting econometric models based on stochastic
approximation.

We will use the same neural network and polynomial network models that were constructed
using GDP data from the UK with four factors for the years 1990 to 2020. The subsequent
years, 2021 and 2022, will be used as a validation period to test the suitability of the models for
forecasting.

Polynomial network adaptation was performed on this data, while the neural network, as
mentioned earlier, is not suitable for Bayesian evaluation and thus remained unchanged. In
contrast, the adapted polynomial network, the original polynomial network, and the neural
network were used. The results of forecasting the UK GDP using each of these three models
for 2021 and 2022 are presented in Table 2.
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Table 2. Comparative accuracy results, the UK GDP forecast by three models

Adapted polynomial network Original polynomial Neural network
Year Factual data, y, network
forecast % error forecast % error forecast % error
2021 1.580226 1.39129 12.7 1.376194 13.80 1.375751 13.83
2022 2.001742 1.89455 5.5 1.559506 24.84 1.375753 37.07

As expected, the Bayesian approach to adapting the polynomial network improved its fore-
casting capabilities — the adapted polynomial network predicted the UK GDP more accurately
than both the non-adapted original polynomial network and the neural network.

Conclusion

When modelling many economic processes, scientists and practitioners often face situations
where none of the statistical models provide the necessary accuracy. In such cases, there is a
desire to use some unstructured model like neural networks, but they are complex to apply, and
examples of their successful use in economic practice are few.

The Kolmogorov-Gabor polynomial is a powerful tool for modelling nonlinearities, but as
the number of influencing factors increases, the polynomial's structure becomes significantly
more complex, which limits its applicability. Results of using KGp are limited to polynomials
with a small number of explanatory variables — between three and five. The multi-stage proce-
dure for constructing KGp proposed by A.G. Ivakhnenko in the 1970s turned out to be quite
inefficient.

The method for constructing a simplified KGp model suggested in this research avoids these
drawbacks — it is easy to construct, its parameters are easily estimated, and its size can be
arbitrary. This method provides an approximate estimate of the actual KGp, which is why the
model is referred to as the “elementary image of KGp.”

Research has shown that the elementary image of KGp describes nonlinear economic pro-
cesses well and can itself serve as an important tool for economic-mathematical modelling.

Structurally and functionally, the elementary image of KGp is very similar to an artificial
neuron model. This means it can be used as a basis for developing another type of unstructured
(sometimes referred to as non-parametric) models that describe complex nonlinear processes
— polynomial networks.

Polynomial networks can have the same structure as neural networks. They can be sin-
gle-layered or multi-layered, feedforward or recurrent — essentially, they can be like neural
networks, but instead of artificial neuron models, they use elementary images of KGp.

It should be noted that specialists in neural networks have already used power polynomials
instead of sigmoids in the transfer function of neural network models. These networks are re-
ported to train faster and have very good approximate properties. However, it is not clear what
degree these polynomials should be. Since there is no answer to this question, researchers use
polynomials of small degrees or linear forms, referring to KGp. Moreover, unlike the polyno-
mial networks discussed in this article, all coefficients of such neural networks with polyno-
mial transfer functions are trained simultaneously, which implies a multi-iterative evaluation
procedure. In the proposed polynomial networks, each elementary image of KGp is trained
separately, which ensures quick and efficient estimation of all polynomial network coefficients.

As demonstrated with simple examples, training a simple two-layer feedforward neural net-
work required several tens of thousands of passes, while a polynomial network of the same
structure needed only a few simple iterations. The accuracy of describing economic nonlinearity
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is approximately the same for both neural networks and polynomial networks.

A significant advantage of polynomial networks is the possibility of applying the Bayesian
approach — reassessing the parameters of the polynomial network based on new posterior data.
This possibility was demonstrated through the adaptation of a polynomial network using the
stochastic approximation method. The Bayesian approach to neural networks is currently im-
possible, and neuro-Bayesian methods are still in the stage of unsuccessful development.

Of course, the proposed polynomial networks based on the elementary image of KGp require
additional and extensive research. However, it is already clear that they can serve as an alter-
native to neural networks in modelling complex economic processes.
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AnHoTanusg. BoJBIIMHCTBO KOMMAHUII B COBPEMEHHOI 3KOHOMMKE B XOJAE BEICHUSI CBOEi
JesITeJIbHOCTU MpUOeralT K MCMOJAb30BaHUI0 MH(GOPMALIMOHHBIX TEXHOJIOTMIA KakK JIJIsl peajiu3a-
LIMU CBOEM NESITebHOCTU, TaK M JJIs1 TTOAAEPXKKM OCHOBHBIX OM3HEC-TPOLIECCOB OpraHM3alvu.
Ha pbiHKe MH(POPMALIMOHHBIX TEXHOJOTUI CYIIECTBYET Macca MHCTPYMEHTOB, KOTOPbIE MOTYT
OTBeYaTh Ha Ty WJIM MHYIO ITOTPEOHOCTh OpraHU3alMid M X KIMEHTOB. OMHAKO BaxKHBIM YCIIO-
BUEM JIIJIS peaanu3allii BO3MOXHOCTEH ONTUMAaNbHON LM(pPOBU3ALIMKA MPOU3BOJACTBA SIBIISICTCS
BBICOKOE€ KayeCTBO HCIIOJb3YEMBIX JAaHHBIX B OpraHU3alUK, a TaKXKe I'PaMOTHOE YIPABICHUE
JaHHBIMU, KOTOpbIE SIBJISIIOTCSI OAHUM U3 aKTUBOB opraHusauuu. Iloaxon K pabote ¢ JaHHBIMU
BaxkeH JU1s1 TI000M KOMITAHUM, KOTOPask XOUeT SIBJISIThCSI KOHKYPEHTOCITIOCOOHOM B CBOEI OTpac-
au. B naHHoi paboTe MyTeM aHaju3a pacCMOTpeHa TeKyllas apXUTeKTypa padoThl ¢ JaHHBIMU
B OMOTEXHOJOTMYECKOM KOMIIAHUU M €€ HEeIOCTaTKU, a TaKXKe IMpeaaoXeHa HOBas apXUTEeKTypa
C YYE€TOM BHEAPEHUSI MHCTPYMEHTOB UHTErPALIMM MEXIY CEepBUCAMM /ISl TTOBBILIEHUST Ka4eCTBa
NAaHHBIX U pabOThl C HUMMU.

KioueBblie c10Ba: cepBUCHAs IIMHA, UHTETPALMsI CUCTEM, YIIPABJIEHWE NJAaHHBIMU, apXUTEK-
Typa naHHbix, ETL
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Introduction

Most corporations in various business sectors are actively employing information technology
for the efficient operation of their employees and production. The more efficiently an organi-
zation works internally and delivers a high-quality product, the higher its position in the mar-
ketplace, compared to direct competitors and companies producing substitute goods. A high
level of competitiveness allows companies to boost their profits, which is the main goal of any
business.

The introduction of digital technology into manufacturing began back in the 20th century
and has continued to develop rapidly since then. Thus, almost every business or technological
process is accompanied by the use of specific information technology tools, from the use of var-
ious devices and sensors to planning and production systems (by levels of computer automation)
(Giyosidinov et. al., 2023). Accordingly, the use of information services and tools leads to the
generation of constantly growing data.

As previously mentioned, the primary goal of using digital solutions in production is the
ability to enhance efficiency and quality of all processes associated with the company. To be
more precise, these processes involve:
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Process automation: simplification and acceleration of production processes via robotic
mechanisms and automated systems.

Data management: collecting, processing, and analyzing quality data to optimize and im-
prove the efficiency of production.

Internet of Things (IoT): connecting equipment and other machines to a single network for
real-time monitoring and control from anywhere with the appropriate access.

Quality and production control: implementing quality control systems to reduce errors in
production using sensors, data analysis, and artificial intelligence technologies such as machine
learning.

Production planning: optimizing logistics and inventory management, adapting quickly to
market needs, and planning resource use efficiently using digital platforms.

Cost reduction: optimize resources and reduce operating costs by improving efficiency.

Modelling and simulation: using software to model processes and test changes without the
need for actual implementation.

These options have huge potential and are already used in many modern companies. The
market for Industry 4.0 technologies is actively developing, and the growth forecast is almost
20% in the next 10 years (IMARC Group).

An important condition for realizing the possibilities of optimal digitalization is the high
quality of data used in an organization, as well as the competent management of data, which
is one of the organization's assets. Data management is the process related to collecting, ac-
cumulating, organizing, remembering, updating, and storing data and using it to improve a
company's performance and increase its profits. Since organizational data quality is one of the
fundamental criteria for an organization's high level of data maturity, organizations must ensure
that the required level of data quality is supported through activities to automate data quality
rules, setting up data quality checks, and so on.

Low-quality data can lead to significant financial losses. Gartner estimates that each year
poor data quality costs organizations an average of $12.9 million (Gartner). In 2022, Unity
Software reported a loss of $110 million in revenue and $4.2 billion in market capitalization due
to poor data quality from a major business partner. Similarly, bad data led Equifax, a publicly
traded credit agency, to send lenders inaccurate credit ratings for millions of customers (Equi-
fax). Poor data quality is also found in the medical industry. For example, due to data quality
issues during the manufacturing process, Zoll Medical's defibrillators were found to display er-
ror messages and even fail during use (Get Right Data). The company had to conduct a Class 1
recall, the most serious type of recall for situations in which there is a reasonable likelihood that
the use of these products will result in serious injury or death to a person. The recall resulted in
a loss of trust and $5.4 million in fines.

The main purpose of this article is to present an improved data architecture in a biotechnol-
ogy company to make the data management more efficient and to minimize the occurring data
errors. The authors carried out the following tasks in order to achieve this goal:

— analyzed the data processing tools available on the market;

— assessed the ways to improve the data management approach;

— examined the current data architecture of a biotechnology company and suggested an
improved structure using integration tools.

Materials and Methods

This research invites the following methods: collection and analysis of information, compar-
ison, description, and modeling. Analytics involves gathering information on data technologies,
assessing information on the company and its data architecture, and selecting the best data
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architecture option that will address the identified specifics of data management in the systems.

Results and Discussion

According to the DIKW pyramid (Gordon, 2024), data makes the basis for the information
and knowledge that companies use in their operations. Various data management tools are im-
plemented to ensure higher performance:

Data Integration. Data integration technologies allow data from different sources (databases,
applications, IoT devices) to be combined to create a single information model. Using ETL
(Extract, Transform, Load) or ELT (Extract, Load, Transform) processes and tools for data
integration ensures integrity and relevance of information.

Machine Learning (ML) and Artificial Intelligence (Al). The application of machine learning
(ML) and artificial intelligence (AI) algorithms can automate data analysis processes, identify
hidden patterns, and build predictions. Machine learning technologies can be used to create
personalized recommendations, optimize production processes, and predict demand or any
business scenarios.

Blockchain. Blockchain provides secure and transparent storage of data by distributing in-
formation across a chain of blocks. Blockchain can be used to ensure data integrity, validate
transactions, and manage access to sensitive information.

Data quality management. Using tools to clean data, check for duplicates, and ensure data
integrity. Compliance with regulations and standards to maintain high data quality.

Data Analytics Tools. Data analytics platforms (e.g., Tableau, Power BI, Looker) allow visu-
alizing data and creating interactive reports to extract information from the collection of data to
make strategic decisions in the organization (Ivanov et. al., 2023). What is more, programming
languages (Python and R) are used for statistical analysis and machine learning for the same
purpose and even for production, automation, and monitoring.

Not every company is mature enough to utilize all these technologies at once. To use an-
alytics tools, an organization is supposed to possess high-quality data and develop analytics
tools gradually to take full advantage of the technological capabilities. The maturity levels of
data analytics in an organization are described by Gartner's analytics evolution model (Rowley,
2007). Each of the 4 stages of data analytics evolution in a company answers a specific question:
descriptive analytics (What happened?), diagnostic analytics (Why did it happen?), predictive
analytics (What will happen?), and (How can we implement it?). It turns out to be impossible
to forecast what will happen in the future if the awareness over what is happening now is scarce.
Organizations have to meet certain requirements in order to evolve and increase the application
of analytics in their operations. Some of them are presented below:

Access to quality data. The availability of reliable and relevant data makes the foundation for
the development of data analytics.

Analytical culture. The organization should encourage the use of data in decision-making and
support the development of an analytical culture among employees.

Technology infrastructure. Availability of appropriate tools and technologies to collect, store,
process, and analyze data.

Staff competence. Availability of skilled data analytics professionals, including analysts, data
scientists, and developers.

Thus, in order to develop high-quality analytics and obtain reliable and valuable information
from data, organizations have to take care of the data quality. It makes the one and only pre-
requisite for efficient strategic decisions and improved competitiveness.

It is important to bear in mind that manufacturing organizations not only own data on the
processes of production but also on entities that support this very production: product, employ-
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ees who work on the production line, the raw material suppliers, contractors, and so on. The
more complex the production line, the more data is generated, stored, and used.

With the current development of technology and economy, the biotechnology industry has
become one of the fastest-growing industries in the world. Biotechnology combines the princi-
ples of biology, chemistry, and engineering to create innovative products and processes that can
solve complex problems in medicine and healthcare. The biotechnology industry is in constant
advancement in genetic research technologies, DNA sequencing, and the analysis of proteins
and other biomolecules. Studies, discoveries, and innovations in this industry allow scientists
and researchers to gain more and more data about living systems and their functions.

Processing data in biotechnology manufacturing can be divided into several aspects based on
the specifics of this industry:

Collecting data on production processes: real-time data on temperature, pH, pressure, nutrient
concentration, and other parameters allow controlling the necessary conditions for microorgan-
isms or cells to be cultured.

Data analysis: bioinformatics is used to process and analyze genomic data to identify genes
responsible for specific functions. Statistical methods are used to analyze experimental data and
identify patterns, for example, in tests for the efficacy of new drugs.

Quality control: data on each stage of production helps to monitor compliance with quality
and safety standards (e.g., GxP and ISO 9000). Another test is deviation analysis, which con-
sists of collecting and analyzing data on non-conformances to identify potential problems and
prevent their recurrence.

Process Optimization: using data to create mathematical models that help to optimize produc-
tion conditions and improve efficiency. Machine learning algorithms help forecasting the results
of experiments based on statistical data (Dubgorn, 2020).

Collecting and analyzing data on the safety and efficacy of new drugs at various stages of
clinical trials.

Use of Industry 4.0 technologies: sensors to collect real-time process data and improve mon-
itoring and control; cloud technologies to store and analyze large amounts of data and share
them across multiple devices.

Data security: the importance of complying with regulations to protect personal data and
intellectual property, especially when dealing with genetic information (Ilin, Iliashenko, 2022).

Data in the biotechnology not only contributes to process efficiency but also opens up new
opportunities for research and innovative product development. The large amount of data gen-
erated, however, presents a significant challenge. The data resides in various sources, such as
laboratory instruments, databases, and others. Integration of these data becomes a necessity to
obtain a comprehensive perspective on complex biological processes and to develop new tech-
nologies (Iliashenko et. al., 2018).

The use of data integration tools also improves the efficiency of any company. Such tech-
nology automates the processes of data collection, storage, and analysis, which reduces the time
and effort spent on searching and processing information. Moreover, data integration improves
the accuracy of results and reduces the possibility of errors, which is a critical factor in sensitive
areas such as drug development or genetic research.

The biotechnology company combines research centres, pharmaceutical and biotechnologi-
cal production, and preclinical and clinical research systems. It covers the full cycle of drug
development: from molecule search and genetic engineering to mass production and marketing
support. Thus, the activities in the organization are divided into three components: manage-
ment, core, and supporting activities.

Supporting activities involve information and technological support, like most modern com-
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panies. In this regard, the IT direction is well developed in terms of resources and technologies.

The IT area is structured according to the principle of support provided to the core business:
process production automation, infrastructure and systems, and information technology archi-
tecture. Each branch is supported by corresponding systems that form the microservice archi-
tecture of software. This includes interprise solutions such as 1C: Enterprise, ERP and ECM
platforms, automated process control systems, equipment monitoring systems for production
and warehouses, tools for Bl-analytics, and advanced analytics (e.g., a system for forecasting
performance in bioreactors based on real-time data from sensors). Only a small fraction of sys-
tems are mentioned, but in total more than 50 systems are collected.

The presence of a large number of services leads to the fact that a huge amount of data
is generated as a result of the company's activities. Given that the vector of development of
modern companies is aimed at digitalization in order to increase their competitiveness in the
biotechnology market, data on business processes and their products is also used for analytics.
The organization under consideration claims a high level of analytics development, according
to Gartner, as the following advanced analytical tools are used:

— Power BI for reports and dashboards (Iliashenko et. al., 2020);

— Computer vision tools for tracking production and process flows;

— Monitoring platform for instant detection and prevention of IT failures and comprehen-
sive IT infrastructure management;

— Assessment of process data and deviations via identifying anomalies and interrelationships
of parameter readings;

— A system for planning clinical trials and control of monitoring activity;

— Monitoring sensors on production equipment to prevent breakdowns and accidents.

However, even with advanced data tools, the company faces data errors, inappropriate for-
mats, and a lack of digitalization. Unfortunately, such problems in working with data not only
affect the competitiveness of the organization but also lead to additional expenditure of IT
specialists' resources (Dubgorn et. al., 2020).

No regulations were prescribed for describing the organizational structure of the company,
updating this information, and transferring it to other systems. These data on the structure
were transferred daily to the ESM platform with some errors, in which they were already used
to build the logic of business processes for the company's documentation. Further, reports in
Power BI on KPIs of these processes displayed distorted information about the activities of the
departments that directly work with documentation and are responsible for it. Thus, data errors
in one system caused the following problems:

— Errors in other systems where the data was passed up the chain;

— Burden on technical support services, as these errors were found by the departments whose
KPIs are based on documentation processes;

— Developer's labour costs to refine the integration so that data is transmitted without dis-
tortions and errors.

This case in the company's practice indicates what problems arise due to the large number
of unregulated data flows and why it is necessary to develop/implement a new approach to data
transfer between systems and the formation of a common data warehouse that could be used
for analytics (Ilin et. al., 2018; 2019; 2020).

Integrating systems separately between each other is technically difficult and does not pro-
vide for a common repository of information from the units being integrated. Based on the
problems in handling data from different systems, it is suggested to resort to implementing an
ESB tool and a common ETL system with which the existing systems will be integrated.

Let's consider the recommended data architecture for the company, taking into account the
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implementation of ESB and ETL (Fig. 1).

Fig. 1. TO-BE data architecture

As mapped in the TO-BE architecture, it is proposed to integrate the company's services
with an ESB tool to exchange data between each other, as well as an ETL system to form a
common data warehouse from these services, which in turn will be used for analytics. The fol-
lowing is a closer look at these two technologies.

The ESB (Enterprise Service Bus) is software that provides connectivity and integration be-
tween the various applications, systems, and services in the corporate IT landscape. It acts as a
central messaging platform that allows applications to communicate with each other without the
need for direct integration. The enterprise service bus plays an important role in data integration
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as it enables applications and systems to communicate with each other in real time (Robin et.
al., 2017; Dong et. al., 2011). It provides reliable and efficient messaging, data conversion, and
routing.

The advantages of ESB are:

Simplified integration: it allows new applications and systems to be integrated into existing I'T
infrastructure quickly and easily;

Improved productivity: automates messaging and eliminates the need for manual integration,
which increases efficiency;

Flexibility and scalability: provides a flexible and scalable architecture that can adapt to
changing business needs;

Improved data quality: provides message conversion and routing services, which improve data
quality and consistency between systems;

Improved security: establishes centralized access and security controls, which improves the
overall security of IT systems.

ESB functionality implies:

Messaging: provides mechanisms for reliable and efficient messaging between applications
and services;

Data conversion: converts data from one format to another, enabling interoperability between
systems with different data structures.

Message Routing: routes messages to appropriate recipients based on defined rules;

Process management: coordinates the sequence of tasks and actions required to execute busi-
ness processes;

Data management: provides data management functions such as data integration, synchroni-
zation, and data quality.

ETL (extract, transform, load) is the process of moving data from various sources into a
target data system for analysis and reporting. It involves three main steps:

Extraction: extracting data from source systems such as databases, files, or web services.

Conversion: Converting the extracted data into a format compatible with the target system.
This may include changing the data structure, data cleansing, and applying business rules.

Loading: Loading the transformed data into the target system, which may be a data ware-
house, database, or other repository.

An ETL system is critical to ensuring consistency, accuracy, and completeness of data for
analysis. It allows organizations to combine data from different sources, improve data quality,
and create a single version of the truth. By implementing a common ETL system, organizations
can benefit from centralized data management and simplified integration processes (Mhon,
Kham, 2020; Bengeri, Goje, 2022).

The benefits of a common ETL system are:

Centralized data management: provides a single source of consistent data.

Simplified integration processes reduce the time and effort required to integrate new systems.

Improved efficiency: automates data conversion and loading processes, freeing up resources
for other tasks.

Data Quality Assurance applies data transformation rules to ensure accuracy and consistency.

Improved analytics: provides quality data for accurate analysis and informed decision-making.

Conclusion

The implementation of ETL in the case study is a solution to the problem of data analysis
and other types of analytics available in the company. Since any analytics involves working with
a large amount of data obtained from different sources, the proposed solution will make it easier
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to work with them. The company's employees will be able to compare the received information,
analyze it, and make forecasts based on it much easier and more efficiently.

Integration of existing systems with ETL facilitates the formation of MDM —data containing
key information about the business and industry, including customers, products, employees,
technologies, and materials. Each of these groups can be divided into several subject areas: the
people category includes customer, salesperson, and supplier. So we can have a set of validation
rules that the data must satisfy.

ETL and ESB are used together to create a comprehensive data management and integration
solution. ETL is responsible for extracting, transforming, and loading data into a data ware-
house or other target system, while ESB provides real-time data exchange between applications
and systems.

Integrating ETL and ESB will allow a company to:

— Automate the exchange of data between different systems;

— Improve data quality and consistency;

— Reduce the time required to deliver data for analysis and reporting;

— Increase the flexibility and scalability of IT systems.

Implementing ETL and ESB requires careful planning and implementation. Organizations
must define their integration requirements, select appropriate technologies, and develop an ar-
chitecture that meets their business needs. All of the recommendations presented for changing a
company's data architecture with the addition of ETL and ESB will help to sustain a high level
of company analytics development, as keeping data in one environment in a structured manner
promotes quality analytics that can continually evolve.
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